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Abstract

During configuration a user is looking for a desired solution to a set of
constraints. This process of finding a solution becomes interactive if the user is
obtains assistance throughout the process from a dedicated tool. Such tool is
called a configurator.

Most of the up-to-date research advocates implementing configurators us-
ing precompilation. The motivation for precompiling the configured instance
is to obtain a guaranteed response time during configuration processes. How-
ever, it is well-known that precompilation approaches scale poorly. Scalability
is an inherent problem in precompilation, since precompilation approaches ex-
plicitly represent all of the possible solutions of the configured instance. Hence,
precompiling larger instances requires the use of heuristics and expertise.

Motivated by these problems with precompilation, this dissertation focuses
on a different approach: a lazy approach, where computation is carried out only
when needed.

The domain of investigation is interactive configuration of propositional in-
stances, i.e., where variables take either the value TRUE or FALSE. The pre-
compilation technology used in this context is predominantly binary decision
diagrams (BDDs). The underlying technology this dissertation builds on is
satisfiability (SAT) solvers, which are tools that decide whether a given propo-
sitional formula has a solution or not.

The use of SAT solvers is motivated by the significant advances of SAT
solving that took place in the last two decades. In particular, modern SAT

solvers offer the following advantages over BDDs:
e Many solvers are available freely for download.

e Modern solvers have proven to scale very well; benchmarks in recent SAT

competitions have up to 10 million variables.

e SAT solving is a highly active research field with new extensions appearing
each year. These extensions improve the computation time as well as
enable solving more types of problems. Such extensions represent potential

for configuration of non-propositional logics.



The goal of this dissertation is to show that SAT-based interactive configu-
ration does not suffer from scalability problems and it provides response times
that do not inconvenience the user. Moreover, the dissertation shows that the
SAT-based approach enables providing more informative explanations than the
precompiled approaches.

The main contributions of this dissertation are the following:
e algorithms to implement an interactive configurator using a SAT solver;

e algorithms to produce explanations for actions performed by the configu-

rator;

e an optimization that reduces the size of the given formula in the context
of interactive configuration and how to reconstruct explanations in the

context of such optimizations;

e a formalization of the completion of a configuration process and what it

means to make a choice for the user;

e an algorithm that helps the user to complete a configuration process with-

out making a choice for the user;

e a description of the design and implementation of the presented tech-

niques;

e an empirical evaluation of the implementation.



Typesetting Environments Several typesetting environments are used

throughout the text. The following conventions are used for them.
e Definitions are formal definitions of concepts used later in the text.

e Observations are facts that are very easy to prove or are obvious without

a proof.
e Lemmas are facts that are used to prove some other facts.

e Propositions are facts that may be important but are typically easy to

prove.
e (laims are substantial facts.

e Remarks are notes without which the surrounding text still makes sense.
They are aimed at giving to the reader more intuition of the discussed

material.

e Dings, marked with a, are short, typically informal, conclusions of the

preceding text.



Chapter 1

Introduction

Computer users encounter configuration on daily basis. Whether when they
customize an application they use, customize how a new application is installed,
or just customize a query to a search engine. In all these cases the user picks
values from a set of choices and receives feedback when these choices are invalid.
And, in all these cases the underlying application or query is being configured.

Configuration can be done interactively or non-interactively. In the inter-
active case, the computer provides information about validity of choices each
time the user makes a new choice—this feedback typically takes the form of
graying out the choices that are no longer valid. In the non-interactive case, the
user first makes all the choices first and the computer checks the validity and
highlights the violations at the very end.

While non-interactive configuration is easier to implement for programmers,
interactive configuration is more user-friendly. It can be easily argued that fixing
a form after some fields have been marked as red (invalid) is far more tedious
than obtaining the feedback instantaneously.

A configurator is a tool that enables interactive configuration and it is in-
teractive configuration that is the main focus of this dissertation. In particular,
the focus is on the reasoning that a configurator has to perform in order to infer
which choices are valid and which are not.

The objective of this chapter is to familiarize the reader with the context of
configuration and with the basic principles used in configurators. In particular,
it discusses reuse (Section 1.1), modularization (Section 1.2, and software prod-
uct line engineering (Section 1.3). Section 1.4 presents a configurator from a
user perspective. To conclude the introduction, Section 1.5 discusses the moti-
vation and lists the main contributions of the dissertation. Section 1.7 outlines

the organization of the text.



1.1 Reuse

Software development is hard for many reasons: humans err, forget, have trouble
communicating, and software systems are larger than what one human brain
can comprehend. Researchers in Software Engineering try to help software
developers by looking for means that improve quality and efficiency of software
development. Reuse is one of these means and it is the main motivation for
configuration.

The basic idea of reuse is simple: developers use a certain product of their
work for multiple purposes rather than providing a new solution in each case.
This concept is not limited to source code. Artifacts that can be reused include
models, documentation, or build scripts. These artifacts are examples of a more
general class: programs written in a domain specific language (DSL) to produce
or generate other entities.

Let us briefly look at the main benefits of successful reuse. Firstly, it takes
less time to develop an artifact once than multiple times. Secondly, fixing, evolv-
ing or modifying an artifact is more efficient than fixing multiple occurrences
of it. Last but not least, code more used is code more tested, and, code more
tested is code more reliable.

There are several obstacles to reuse. A reusable piece of software needs
to provide more functionality than when it is developed for a single purpose.
Hence the developer must come up with a suitable abstraction of the software—
if the developer has not envisioned the future use of the software right, other
developers will not be able to reuse it.

Another obstacle is that if a developer writes software from scratch, it can
be expected that this developer understands it quite well. On the other hand,
reusing code developed by other people requires an investment into learning
about the artifacts to be reused. And, clearly: “For a software reuse technique
to be effective, it must be easier to reuse the artifacts than it is to develop the
software from scratch” [121]. Alas, to determine whether it is easier to develop
from scratch or to reuse is hard.

Frakes and Kang highlight several other issues with nowadays reuse [72]. One
issue is the scalability of reuse. Indeed, it is not always easy for a programmer to
find the right component for the activity in question if the component repository
is large. To address this problem a number of techniques have been proposed.
Such as semantic-based component retrieval [202], component rank [99], or by
providing information delivery systems that help programmers with learning
about new features [203]. Another problem highlighted by Frakes and Kang is
that state-of-the-practice means for describing components is insufficient. They

propose design by contract as an answer to this issue [149, 123]



1.2 Modularization

One important step toward reuse is modularization [56]. In a nutshell, modu-
larization is dividing artifacts (and the problem) into clearly defined parts while
inner workings of these parts are concealed as much as possible. For this pur-
pose, most mainstream programming languages provide means for encapsulation
and encapsulated components communicate via interfaces.

Modularization follows the paradigm of separation of concerns: it is easier
to focus on one thing than on many at the same time (human brain has limited
capacity). At the same time, modularization facilitates reuse by making it easier
to determine the portion of an existing artifact that needs to be reused in order
to obtain the desired functionality.

Software engineers, when writing modularized code, deal with an inherent
problem: how to describe an artifact well without relying on its inner workings?
In other words, devising component interfaces is difficult. Mainstream high-level
languages (C-family, ML family) provide syntax-based interfaces embellished
with type-checking. Such interfaces typically do not carry enough information
for the component to be usable. Hence, natural language documentation is an
imperative.

Natural language documentation, however, is not machine-readable and thus
it cannot be used for reasoning about the component nor it is possible to auto-
matically check whether the implementation fulfills the documentation. Logic-
based annotations try to address this issue. Indeed, languages like Java Mod-
eling Language (JML) [123] are a realization of Floyd-Hoare triples [96]. The
research in this domain is still active and to this date the approach has not
achieved a wide acceptance.

To conclude the discussion on modularization we should note that the
concept of a module differs from language to language. Many researchers
argue that the traditional approaches to modularization are weak when it
comes to orthogonal separation of concerns. Feature Oriented Program-
ming (FOP) [168, 17, 16, 129] and Aspect oriented programming (AOP) [117]
are examples of approaches to orthogonal modularization at the source-code

level.

1.3 Software Product Line Engineering

Software Product Line Engineering (SPLE) [39] is a Software Engineering ap-
proach which tries to improve reuse by making it systematic. More specifically, a
software product line (or just product line) is a system for developing a particu-

lar set of software products while this set is explicitly defined. A popular means



for defining such set are feature models, which are discussed in Section 2.4. This
set needs to comprise products that are similar enough for the approach to be
of value. For this purpose we use the term program families, defined by Parnas

as follows.

. sets of programs whose common properties are so extensive
that it is advantageous to study the common properties of the pro-

grams before analyzing individual members. [165]

With a bit of imagination, program families appear even in single-product
development as eventually any successful single program ends up having several
versions. In SPLE, however, the family of products to be targeted is defined
up front and is explicitly captured in variability models. The name variability
models comes from the fact that such model must capture how the products in
the family differ from one another. Analogously, properties shared among the
products form the commonality'. The analysis concerned with determining the
variability model is called domain analysis.

The motivation for deciding on the product family beforehand is so that the
individual products can be manufactured with minimal effort. An individual
product of the family is developed with the reuse of core assets — a set of
artifacts that is to be reused between members of the family. In the ideal case,
products are assembled only using the core assets with little additional work
needed. The construction toy Lego is a popular metaphor for this ideal case:
The individual Lego pieces are core assets reused to obtain new constructs.

Variability models and the set of pertaining potential products are often
generalized to the concepts of problem space and solution space [44]. Problem
space is formed by descriptions of the products that might or should be devel-
oped and solution space by potential implementations of products. In terms of
these concepts, a task of a product line is to map elements of problem space

to elements of solution space (see Figure 1.1). Figure 1.1 shows the role of a
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Figure 1.1: Concepts in a product line

variability model in a product line: the rectangles represent whole spaces, the

L Admittedly, these terms are typically defined vaguely.



ellipses represent parts of the determined by the model. The model determines
a set of valid products, which is a subset of a larger space.

To relate to our Lego example, the pieces enable us to assemble all sorts
of constructions but we are probably interested only in those that do not keel
over. Analogously, typically only a subset of the problem space is considered.
We might, for example, require that we are only interested in those compositions

of core assets that compile.

2 A software product line connects a solution space and a problem space;

the valid set of problems is explicitly defined by a variability model.

We should note that often solution and problem space are in a 1-to-1 relation-
ship and the distinction between them is not immediately clear. For instance,
a core asset repository may contain a component Optimizer that provides the
optimization functionality. The functionality is part of the problem space (Do
we want an optimized product?) while the component belongs into the solution
space. The distinction would have been more apparent if we had components
OptimizerA and OptimizerB both providing the optimization functionality. A

formalization of the relation between the two spaces is found in [104].

2 SPLE is a systematic approach to reuse which explicitly defines the set
of potential products.

1.4 A Configurator from the User Perspective

GroupHasParent
AlternativeGroup
GroupHasChild

FeatureHasOptic
FeatureHasMandatorySubfeature

Configurator

(Jcame

Requires 4 OrGroup — MutualExclusive J

Figure 1.2: Visual representation of a feature model in Lero S2T?

This section discusses the main properties that a user is expecting from
a configurator. Broadly speaking, a configurator is a tool that supports con-
figuration of variability models. Even though these variability models typically
have an underlying mathematical semantics, the models are represented in some

domain specific modeling language.



Figure 1.2 shows a screenshot from the configurator Lero S2T? [174], which
is using a reasoning backend hinging on the algorithms described in this dis-
sertation (see Chapter 7 for more details about the tool). The instance being
configured in the screenshot is a car with eleven features where each feature
is represented by a unique name in a rectangle. The features are organized in
a tree hierarchy rooted in the feature Car. The features Engine, Body, and
Gear are mandatory, which is depicted by a filled circle at the end of the
edge connecting the feature to the parent feature. The features Injection,
KeylessEntry, and PowerLocks are optional, which is depicted by an empty cir-
cle. The green edges capture the requirements that Engine requires Injection
and that KeylessEntry requires PowerLocks. At least one of the features Gas
and Electric must be selected because they are in an or-group, which is de-
noted by the cardinality 1..*. FExactly one of the features Automatic and
Manual must be selected because they are in an alternative group, which is de-
noted by the cardinality 1..1. The red edge captures the requirement that the
features Manual and Electric are mutually exclusive. A collection of features
together with the dependencies between them is called a feature model.

This notation originates in the paper of Kang et al. entitled “Feature-oriented
domain analysis (FODA) feasibility study” and thus the notation is known as
the FODA feature modeling language [114]. The precise notation and semantics
of the language is discussed in Section 2.4.

When configuring a feature model, a user assembles the product by choosing
the required features of the final product while preserving the dependencies in
the model. The configurator enables a user to select or eliminate a feature,
meaning that the feature must or must not appear in the final configuration,
respectively. We refer to selecting or eliminating a feature as user decisions. A

user may decide to retract a user decision at a later stage.

® o | Engine ()
o7 o7
o [Injection uxc: | o [Injection tc)
-Car () @@ Car (M)
o (-—___Gear M) @ L4 L J-——__Gear M) @
o [ KeylessEntry (v) | KeylessEntry (u)
{7 FPowstors ) 7 TPowerLocks o
¥ Selected
I3 Eliminate
[ Undecided
Explain [
(a) automatic selection of a feature (b) explanation of an automatic selec-
tion.

Figure 1.3: Feedback from the configurator



A configurator prevents the user from making invalid choices, choices
that would violate the feature model, by automatically selecting or elimi-
nating features. For instance, in Figure 1.3a the user has selected the fea-
ture KeylessEntry and the configurator automatically selected the feature
PowerLocks since the car cannot have KeylessEntry without PowerLocks.

In some cases, the user wants to know why a certain feature was automat-
ically selected or eliminated. A piece of information showing why a certain
automatic choice was made is called an explanation. An example of a situation
where an explanation is useful is when the user wants to select a certain fea-
ture but that is not possible because that feature was automatically eliminated.
Then, the user can change the choices that led to the automatic elimination of
that feature. Analogously, the user might want to eliminate a certain feature
but that is not possible because it has been automatically selected.

Figure 1.3b depicts an example of an explanation. In this example the
user has asked why power-locks were automatically selected. The configurator
highlights the requires edge between KeylessEntry and PowerLocks, and, the
user decision to select KeylessEntry. We can imagine, for example, that the
user does not want PowerLocks because they are too expensive. The explana-
tion, however, shows to the user that KeylessEntry cannot be selected without
PowerLocks. Then, the user might either decide to pay for the PowerLocks or
sacrifice KeylessEntry, i.e., eliminate the feature KeylessEntry.

Note that by automatically eliminating or selecting certain features the con-
figurator effectively disallows certain user decisions. If the feature had been
automatically eliminated, the user cannot select the feature and vice versa.
Configurators may differ in which user decisions they disallow. The focus of
this dissertation is a configurator that is backtrack-free and complete.

Backtrack-freeness means that if the user is making only allowed decisions
then it will always be possible to complete the configuration without retracting
some decisions (without backtracking). Completeness of a configurator means
that the configurator disallows only decisions that are necessary to disallow. In
other words, any feature configuration permitted by the feature model is reach-
able by a sequence of allowed user decisions in a complete configurator. Both
of these concepts, backtrack freeness and completeness, are defined formally in
Section 3.1.

Configuration does not have to be limited to feature models. Nor do the
user decisions have to be limited to selection and elimination. For instance,
the configurator may support numerical variables and user decisions that affect
their values. In this dissertation, however, the primary focus is a configuration
supporting selections and eliminations. The interested reader is referred to the

chapter concerned with the related work for further references on configuration



of other types of constraints (Chapter 10).

1.5 Motivation and Contributions

The majority of research on configuration hinges on precompilation. In pre-
compilation the instance to be configured is precompiled into a specialized data
structure, which enables implementing a configurator with guaranteed response
time [3]. In propositional interactive configuration, which is the focus of this
dissertation, the data structure predominantly used for precompilation is binary
decision diagrams (BDDs) [92, 89, 5, 196, 93, 94].

In contrast to precompilation, the approach presented in this dissertation
is a lazy approach—mno precompilation is required as all the computation takes
place as the configuration proceeds.

There are two main arguments for researching the lazy approach: scalability
and informativeness of explanations. It is well-known that BDDs are difficult to
construct for instances with more than hundreds of variables [1, 23]. The reason
for poor scalability of BDDs is the fact that a BDD is an explicit representation
of all the satisfying assignments of the pertaining formula. Since the number
of satisfying assignments of a formula grows exponentially with the number of
variables, it is easy to encounter formulas whose BDD representation is beyond
the capacities of modern computers [33]. Moreover, finding a BDD that is
optimal in size is hard [26]. Consequently, precompilation of large instances
requires heuristics specific to the instance. Clearly, this is highly impractical for
laymen users.

The problem of scalability of precompilation is inherent because precom-
pilation explicitly represents all the solutions of the configured instance, and,
the number of solutions typically grows exponentially with the number of vari-
ables. A number of researchers propose a variety of heuristics and modifica-
tions of the data structures for precompilation in order to deal with scalabil-
ity [136, 164, 189, 187, 188, 148]. While some of these heuristics and approaches
may succeed for a particular instance, some may not. This poses a significant
technological barrier: the user has to experiment with the different approaches
to see which work, and, these techniques are often intricate and therefore not
easy to implement. We argue that the SAT approach scales uniformly, i.e.,
there is no need for heuristics for specific instances. Additionally, from an engi-
neering perspective, the use of a SAT solver as the underlying technology is an
advantage because many SAT solvers are freely available and new ones appear
each year. The research in SAT solving is propelled by the yearly SAT com-
petitions [176, 177]. In contrast to that, BDD libraries are scarce and the last
known comparative study of BDD libraries is from the year 1998 [201].



The second argument for our approach is that precompilation methods have
limited capabilities when it comes to explanations. Again, this problem is in-
herent because the structure of the instance that is to be configured is lost in
the precompiled data structure, i.e., the mapping from formulas to BDDs is not
injective. Even though there exists work on providing proofs using BDDs, it is
not clear how explanations would be constructed from these proofs (see Chap-
ter 9 for further discussion). Consequently, the BDD-based approaches provide
only explanations as sets of user decisions. In contrast to that, in our approach
we provide not only the user decisions but also the parts of the configured in-
stance and dependencies between them. We argue that this adds significant
value to the explanations because in order to understand why a certain choice
was disabled, the user needs to take into account the configured instance.

Hence, the main contribution of this dissertation is a demonstration of the
advantages of the SAT-based approach to implementing interactive configura-
tion over the precompilation-based approach. The particular contributions are

the following:

e Chapter 4 describes algorithms for implementing a configurator using a
SAT solver and Section 4.5 describes algorithms for constructing explana-

tions from resolution trees obtained from the solver.

e Chapter 5 shows how to integrate into a configurator a syntactic-based
optimization and how to reconstruct proofs in the presence of this opti-

mization.

e Chapter 6 formalizes what it means to “make a choice for the user” and
Section 6.3 presents an algorithm for computing variables that can be

eliminated without making a choice for the user.

e Chapter 7 describes a design of the implemented configurator, which sug-
gests design patterns that other programmers could find useful in imple-

menting configurators.

e Chapter 8 empirically evaluates the presented algorithms and shows the

impact of the different optimizations.

1.5.1 Comparison to State-of-the-Art
Interactive Configuration

Even though some aspects of the lazy approach are addressed in the existing re-
search literature, a thorough study of the subject is missing. Kaiser and Kiichlin

propose an algorithm for computing which variables must be set to TRUE and

10



which to FALSE in a given formula [113]. This is, in fact, a sub-problem of
propositional interactive configuration, as in interactive configuration, the for-
mula effectively changes as the user makes new decisions. Additionally to the
work of Kaiser and Kiichlin, this dissertation shows how to take advantage of
the computations made for the previous steps of the configuration process.

The basic ideas behind the presented algorithms is captured in an earlier
article of mine [103]. The works of Batory and Freuder et al. provide algorithms
for providing lazy approach to interactive configuration [79, 77, 15]. The work of
Freuder et al. is in the context of constraint satisfaction problems (CSPs) [79, 77]
while the work of Batory is in the context of propositional configuration [15].
Even though the approaches are lazy, as the one presented in this dissertation,
they do not satisfy the requirements of completeness and backtrack-freeness.
Informally, completeness is when the user can reach all possible solutions and
backtrack-freeness is when the configurator allows only such sequences of user
decisions that can be extended into a solution (these concepts are formally
defined in Chapter 3 and the above-mentioned articles are discussed in greater
detail in Chapter 10).

The approach of Batory is inspired by truth maintenance systems [52, 69],
in particular by logic truth maintenance systems (LTMSs). An LTMS is a
helper-component for algorithms that traverse a state space in order to find a
solution; such traversal may be carried out by backtracking, for instance. One
role of an LTMS is to identify if the search reached a conflict, i.e., identify that
the traversing algorithm is in a part of the state space that does not contain
a solution. The second role is to identify parts of the state space that should
not be traversed because they do not contain a solution; this is done by unit
propagation (see Section 2.1.3). In Batory’s approach it is not an algorithm
that traverses the state space, but it is the user who does so. However, the role
of the LTMS remains the same.

An LTMS is implicitly contained in our approach because a SAT solver per-
forms unit propagation in order to prune the state space? (see Section 2.3). On a
general level, an interactive configurator satisfies the interface of an LTMS. How-
ever, guaranteeing backtrack-freeness is as computationally difficult as finding a
solution (see Section 4.3.2). Hence, using a backtrack-free interactive configura-
tor as a component for an algorithm that is looking for a solution in the search
space is not practical.

Finally, we note that the lazy approach to configuration also appears in

configuration of non-discreet domains. Indeed, it is unclear how to precom-

2Modern SAT solvers do not use an LTMS as a separate component but instead tie the
implementation of the functionality of an LTMS with the search algorithm. This enables a
more efficient implementation of the functionality because the order of the traversal is known.

11



pile configuration spaces with infinite numbers of solutions. Compared to our
problem domain (propositional configuration), non-discreet domains are sub-
stantially different. Hence, the underlying technology has to be substantially
different as well. In particular, the technology used in the reviewed literature

are procedures from linear programming [131, 90].

Explanations

The algorithms constructing explanations from resolution trees (Section 4.5) are
novel as the surveyed literature only shows how to provide explanations as sets
of user decisions in backtrack-free and complete configurators. Interestingly
enough, the explanations provided in non-backtrack-free approaches are also
resolution trees [79, 15]. However, since these algorithms are profoundly differ-
ent from those presented in this dissertation, their mechanism of explanations

cannot be reused (see also Section 4.5.3 for further discussion).

Syntactic Optimization

The syntactic optimization (BIS-optimization) proposed in Chapter 5 is not
novel. Indeed, it is well-known in the SAT community that the computation of
satisfiability can be optimized using this technique (see Section 10.2 for further
details). However, that are two main contributions that this dissertation makes
in the context of this optimization.

The first contribution is our novel manner of application. Applying the BIS-
optimization at the level of a SAT solver and at the level of a configurator is
not the same. In particular, it does not yield the same effect—as the config-
urator calls the solver multiple times, the optimization has greater effect than
if it were applied individually whenever the solver is called. Hence, the opti-
mization is applied in a different fashion than in SAT solving. Moreover, the
same effect achieved by the proposed technique cannot be achieved by adding
the optimization to the underlying solver (see Remark 5.21 for further details).

The second contribution in regards to the BIS-optimization is proof recon-
struction. The surveyed literature does not contain any work on how to recon-
struct resolution trees obtained from a solver that operates on the optimized
formula (which is needed to provide explanations). Additionally, we provide a
heuristic that aims at minimizing the size of the reconstructed tree. Since the
empirical evaluation shows that this heuristics significantly reduces the size, this
serves as motivation for studying similar heuristics for other types of syntactic

optimizations.
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Configuration Process Completion

The formalization of the concept “making a choice for the user” appears in an
earlier article of mine [105] and does not appear in any other surveyed litera-
ture. Compared to that article, the definition presented in this dissertation is
improved for clarity and intuition (the concepts of choice were not explicit in the
earlier definitions). More importantly, the dissertation shows how to calculate

variables that can be eliminated without making a choice for the user.

Implementation

The described architecture of the implemented configurator (Chapter 7) is the
well-known pipe-and-filter architecture and also bears some characteristics of
the GenVoca approach [18], as the translation from a modeling language to a
logic language is performed in a chain of smaller steps (in GenVoca these steps
are called layers). However, there are some particularities in the design—mainly,
in the way how explanations are dealt with. In order to enable explanations,
the configured instance is not treated as a whole, but as a set of primitives, and
the components realizing the translation from a modeling language to a logic

language need to communicate in both directions.

2 The dissertation studies a lazy approach to interactive configuration—an
approach in which computation is done only when needed. The underly-
ing technology for realizing this approach are modern satisfiability (SAT)

solvers.
1.6 Thesis Statement

SAT solvers and BDDs are two predominant alternative means for solving propo-
sitional problems. BDDs were invented in 1986 by Bryant [34] and celebrated a
great success in model checking in the early 90s [35, 144]. Efficient SAT solvers
started to appear somewhat later, i.e., in the late 90s [138, 139, 204, 158].
Shortly after that, SAT solvers were successfully applied in various do-
mains [181, 183, 25, 14, 128, 154, 59, 53, 28]. In particular, it has been shown
that in model checking SAT solvers do not suffer from scalability issues as BDDs
do [23, 1].

These success stories of SAT solvers served as the main motivation for this
dissertation: investigate how SAT solvers can be applied in the context of inter-
active configuration. This direction of research is further encouraged by recent
work by Mendonga et al. who show that SAT solving in the context of feature
models is easy despite the general NP-completeness of the problem [147].
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While interactive configuration has been mainly tackled by BDD-based ap-
proaches, this dissertation argues that SAT-based approach scales better and
enables more informative explanations. Hence, the outlined arguments lead to

the following thesis statement.

SAT solvers are better for implementing a Boolean interactive con-

figurator than precompiled approaches.

1.7 Outline

The dissertation is divided into the following chapters. Chapter 2 introduces
notation and terms that are used in the dissertation. This chapter can be
skipped and used as a back reference for the other chapters.

Chapter 3 puts configuration in a formal context and derives several im-
portant mathematical properties related to configuration. These properties are
used by Chapter 4 to construct a configurator using a SAT solver. Chapter 5
proposes an optimization that is based on processing the instance to be config-
ured; several important issues regarding explanations are tackled.

Chapter 6 studies how to help the user to complete a configuration process
without making a choice for the user. An implementation of the proposed
technique using a SAT solver is described.

Chapter 7 describes the design of the configurator that was implemented
using the presented algorithms. The chapter discusses how a feature model is
represented and the architecture is organized.

Chapter 8 presents measurements that were performed on several sample
instances. The response time of the computation is reported and discussed.
Additionally, for the technique that is designed to help the user to complete a
configuration it is reported how efficient it is.

Chapter 10 overviews the related work and Chapter 11 concludes the disser-

tation.
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Chapter 2

Background

This chapter serves as a quick reference for background material of this dis-
sertation. Section 2.1 overviews general computer science terms. In particular
Section 2.1.6 lists the notation used throughout the dissertation. Section 2.2 ref-
erences the technology that can be used to implement the algorithms presented
in the dissertation. Section 2.3 describes the main principles behind modern
SAT solvers. Section 2.4 defines the notation and semantics for feature models

that are used as instances for configuration.

2.1 General Computer Science

2.1.1 Propositional Logic

Most of the text in this thesis operates with propositional logic with standard
Boolean connectives (A, V, =, <) and negation (—) with their standard meaning,.
The names of propositional variables are typically lower-case letters taken from
the end of the alphabet.

For a set of Boolean variables, a variable assignment is a function from
the variables to {TRUE, FALSE}. A variable assignment is often represented as
the set of variables that are assigned the value TRUE, the other variables are
implicitly FALSE. A model of a formula ¢ is such a variable assignment under

which ¢ evaluates to TRUE (a model can be seen as a solution to the formula).

Example 1. The formula x V y has the models {z}, {y}, and {x,y}. The

assignment (), which assigns FALSE to all variables, is not a model of x V y.

An implication z = y corresponds to the disjunction —zVy. For the implica-
tion x =y, the implication -y = —z is called its contrapositive. An implication

and its contrapositive are equivalent (the sets of models are the same).
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A formula is satisfiable iff there is a assignment of the variables for which
the formula evaluates to TRUE (the formula has a model); a formula is unsatis-
fiable iff it is not satisfiable. If a formula evaluates to TRUE under all variable
assignments then it is called a tautology. For instance, xVy is satisfiable, z A —x
is unsatisfiable, and x V -z is a tautology. We say that the formulas ¢ and ¢
are equisatisfiable iff they are either both satisfiable or both unsatisfiable.

We write ) = ¢ iff ¢ evaluates to TRUE under all variable assignments
satisfying ¢, e.g., Ay = x. We write ¢ ¥ ¢ if there is a variable assignment
under which ¢ is TRUE and ¢ is FALSE. Note that for any tautology ¢, it holds
that TRUE |= ¢ and for any formula ¢ it holds that FALSE |= 4.

2.1.2 Minimal Models

A model of a formula ¢ is minimal iff changing a value from TRUE to FALSE for
any subset of the variables yields a non-model. When models are represented as
sets of values whose value is TRUE, then changing a value from TRUE to FALSE
corresponds to removing the variable from the model. Therefore a model M of
¢ is minimal iff any proper subset of M is not a model of ¢.

We write M(¢) to denote the set of all minimal models of ¢. We write
@ Fmin ¥ to denote that ¥ holds in all minimal models of ¢.

Example 2. The formula ¢ = x\y has the models {x}, {y}, {z,y}. The model
{z,y} is not a minimal model of x V y because removing either x or y yields a
model. However, removing x from {z} yields (), which is not a model of ¢ and
therefore {x} is a minimal model of ¢. Analogously, {y} is a minimal model.
Therefore M(zVy) = {{z},{y}}. Since {z,y} is not a minimal model, it holds
that * V y FEmin ~ (T A y).

(2,9} . The different sets of variables form a lat-

c c | tice ordered by the subset relation. Mod-

/ \ M@V els of a particular formula are a subset of

{z} {y}i | that lattice (the outer rectangle). The min-

————— k— --A~----" imal models are the smallest elements in
i 0 that subset (the inner rectangle).

Figure 2.1: Ordering on models

Figure 2.1 gives another insight into the concept of minimal models. The
subset relation defines an ordering where the empty set is the smallest element
and the set of all the considered variables the largest. Minimal models are the
minimal elements of this ordering on the models of the formula in question.

Minimal models are used in Chapter 6 in order to find variables that can
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be set to FALSE without making a choice for the user (see Definition 16). In
particular, we will look for variables that have the value FALSE in all minimal

models (see Section 6.3).

2.1.3 Conjunctive Normal Form (CNF)

A propositional formula is called a literal iff it is a variable or a negated variable
(e.g., —w). A formula is called a clause iff it is a disjunction of zero of more literals
(e.g., "vVw, —z). Each variable must appear at most once in a clause. A formula
is in the conjunctive normal form (CNF) iff it is a conjunction of clauses, e.g.,
(=v VvV w) A (—z). For a literal [, we write [ to denote the complementary literal,
ie., if | = then | ¥ —a; if | = - then | ¥ 2.

The notion of literal and clause is of particular importance for understanding
the dissertation.

When a formula is in CNF, it is often treated as a set of clauses (implicitly
conjoined). Analogously, a clause can be seen as literals (implicitly disjoined).

However, clauses are typically written as disjunctions.

Special forms of clauses The empty clause, i.e., clause containing no literals,
is denoted as | and is logically equivalent to FALSE. A clause comprising one
literal is called a unit clause. Any implication | = k where [ and k are literals,
corresponds to the clause [V k. Therefore, we write such implications in a CNF
formula whenever suitable.

A clause ¢y is subsumed by the clause ¢y iff the set of literals of ¢ is a
subset of the literals of ¢; (e.g.,  subsumes x V y). If a set of clauses contains
such two clauses, removing ¢; yields an equisatisfiable formula, e.g., (z Vy) Az
is equisatisfiable with z. (Moreover, any satisfying assignment of x can be
extended to a satisfying assignment of (z V y) A x by assigning an arbitrary

value to the variable y.)

Resolution

Two clauses ¢; and ¢y can be resolved if they contain at least one mutually
complementary literal. To resolve such ¢; and ¢ means to join the clauses while
omitting the literal and its complement. More precisely, for clauses comprised
of the sets of literals ¢; and cs, respectively, such that [ € ¢; and | € ¢, for some
variable v that {v,—w} = {I,1}, resolution over the variable v yields a clause
comprising the literals ¢; Uca \ {v,—w}. The result of resolution is called the
resolvent. For instance, resolving x V y and x V —y yields the resolvent x.

A resolution of two clauses for which at least one is a unit clause is called a
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unit resolution. Performing unit resolution exhaustively is called unit propaga-

tion.

Example 3. Unit propagation on the clauses {p,—pV q,—qV x} yields the set
{p, PV q,—qV x,q,x}. Since —pV q is subsumed by q and —q V = is subsumed
by x, the following set of clauses is equisatisfiable {p,q, x}.

Proving by Resolution

In logic in general, proofs are carried out from a theory where a theory is a set
of formulas. Since any CNF formula is a set of clauses, i.e., smaller formulas,
the difference between a theory and a formula is only conceptual. Hence, in this
dissertation CNF formulas are treated as theories whenever needed.

We say that 1 is proven from ¢ by resolution if L is derived from ¢ A =) by
a finite number of applications of the resolution rule; we write ¢ F 1 if that is
the case.

The resolution rule is a sound inference rule, i.e., if r is a resolvent of ¢; and
¢2, it holds that ¢; Acy = r. Resolution is complete with respect to consistency,
i.e., 1 is unsatisfiable (inconsistent), if and only if L can be derived from v by a
finite number of applications of the resolution rule. Consequently, the resolution
proof system is sound and complete, i.e., ¢ - ¢ if and only if ¢ = 1.

A set of resolutions deriving L from a formula ¢ form a tree with some of the
clauses from ¢ as leaves and L as the root; we refer to such tree as resolution

tree. We say that such tree refutes ¢.

Example 4. Let ¢ be ((z Ay)=2) Az A (-y V —z), then ¢ - —y. To show
that ¢ + —y, we refute ¢ A y. This refutation is realized by the resolution
tree in Figure 2.2. Note that resolution trees are typically drawn upside down

compared to trees in general.

Remark 2.2. The graph in Figure 2.2 is rather a directed acyclic
graph (DAG) than a tree because some clauses are used in multiple
resolution steps. Nevertheless, the graph can be redrawn as a tree if
all these clauses are duplicated each time they are used. We mostly
use the DAG representation since it is more compact but we continue

using the term tree.

Remark 2.3. Resolution can generalized to formulas in first order
logic but this is not used in this dissertation. For details on resolution
see [132].

Example 5. Figure 2.3 presents three common patterns of resolution. (1) Re-

solving x with x = z yields z because x = z is equivalent to -~z V z. In general,
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xV-yVz x Yy -yV-z

NS y An example of a resolution tree
Y \2/\2 3 where the edges are labeled with
z the number of the pertaining reso-

3\_|y 4 lution step, e.g., the resolution of

i~ | y and —y which yields 1 1is the

last (fourth) step.

Figure 2.2: An example resolution proof

N S

T=z x
z -z
€
Figure 2.3: Example resolution with implications

resolving a unit clause with an implication resembles modus ponens. (2) Re-
solving x =y with y=>z yields x = z. In general, resolving two-literal clauses
resembles the transitivity law on implications. (3) The only way how a resolu-
tion step can yield the empty clause (L) is that both of the resolved clauses are
unit clauses and they comprise mutually complementary literals (such as z and

—\Z).

In some cases we operate on a tree of resolutions where the root is not L
but some clause c; in this more general case we use the term tree of resolutions.
Note that for any tree of resolutions, the root clause is a consequence of the
formula comprising the leaves of the tree. More generally, any node in the
tree as a consequence of the set of leaves reachable from that node. As an
example, Figure 2.4 shows a tree of resolutions deriving w from the set of clauses
{—zV -y Vw,z-zVy} Hence, it holds =z V -y Vw,z,-zVy = w. Also,
—zV-yVw,zE-yVwand ~zVy,zEy.

Conceptually, showing that ¢ |= 1 by refuting ¢ A —) corresponds to proof

by contradiction. Using resolution to derive some clause as in Figure 2.4 corre-

—zV-yVw z —z2Vy
~ s \ Ve
-y Vw Yy
N~ 7
w

Figure 2.4: Tree of resolutions deriving w
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sponds to traditional proof by deduction. The reason why proof by contradiction
is used with resolution is that resolution is not complete for deduction but only
for contradiction. For instances, there is no way how to show z = z V y by
applying the resolution rule to the clause x. However, it is possible to refute

T A\ -z Ay

CNF and complexity

To determine whether a CNF formula is satisfiable or not is NP-complete [41].
However, even though deciding whether a formula is a tautology is in general
co-NP-complete, a CNF formula is a tautology if and only if it comprises only
clauses that contain a literal and its complement, which can be detected in

polynomial time.

Converting to CNF

Any formula can be equivalently rewritten into CNF using De Morgan laws.
This may, however, cause an exponential blow-up in the size of the formula. For
instance, applying De Morgan’s laws to the formula (1 Ay1) V-V (T A yn)
results into 2" clauses each having n literals.

Nevertheless, it is possible to transform any formula into a CNF formula
which is equisatisfiable and linear in the size of the original one by using T'seitin
transformation [192].

Tseitin transformation adds new variables to represent subformulas and adds
clauses to record the correspondence between these variables and the subformu-
las. Here we show Tseitin transformation for a language with =, A, and V. The
reader is referred for example to a monograph by Bradley and Manna for further
details [31].

Let R(¢) be a variable representing the subformula ¢ where each variable
in the original formula is represented by itself (R(v) = v) while all the other
representative variables are fresh. For the formula ¢ = ¢ A £ add the clauses
R(¢)= R(¥), R(¢)= R(&), and (R(¢)) A R(§)) = R(¢). For the formula ¢ =
¥V € add the clauses R(¢)=(R(¥)) A R(£)), R(¥)= R(¢), and R(£)= R(¢).
For the formula ¢ = —¢ add the clauses R(¢)=—-R(¢) and —~R(¢)) = R(¢).
Finally, to assert that the formula must hold, add the clause R(¢) where ¢ is

the whole formula being encoded.

Example 6. Consider the formula (z1 Ay1) V-V (zn A yn). For each term
x; A\ y; introduce an auxiliary variable r; and generate the clauses —r; V x; V
yi, D Vi, —y; Vri. Together with these clauses an equisatisfiable representation

of the original formula in CNF isr{ V -+ V ry.
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Although Tseitin transformation preserves satisfiability, some properties it
does not preserve. One particular property not preserved by the transformation

is the set of minimal models as shown by the following example.

Example 7. Let ¢ = —xV z and let n be the variable representing —x and f be
the variable representing ¢. The Tseitin transformation results in the following

set of clauses.

f=nVz) xVn
n=f -V —n
z=f f

While ¢ has the only minimal model (), i.e., assigning FALSE to both x and z,
the transformed formula has the minimal models {f,n} and additionally the

minimal model {f,z,z}.

2.1.4 Constraint Satisfaction Problem (CSP)

Most of the text of this dissertation deals with propositional logic. This section
discusses several basic concepts from constraint satisfaction programming, which

are referenced mainly in the related work section.

Definition 1 (CSP). A CSP is a triple (V, D, C) where V is a set of variables
V = {v1,...,v,}, D is a set of their respective finite domains D = {D1, ..., D,}.
The set C is a finite set of constraints. A constraint C' € C is a pair (V¢, D¢)
where Vo C V is the domain of the constraint and D¢ is a relation on the
variables in Vg, i.e., Do C Dy, X -+ x Dy, if Vo = {viy,...,v;,}.

A variable assignment is an n-tuple (cy,...,c,) from the Cartesian product
Dy x --- x D, where the constant c¢; determines the value of the variable v; for
tel...n.

A variable assignment is a solution of a CSP if it satisfies all the constraints.

For an overview of methods for solving CSP see a survey by Kumar [122].

Arc Consistency A CSP is arc consistent [74] iff for any pair of variables and
any values from their respective domains these values satisfy all the constraints
on those variables. The term arc comes from the fact that we are ensuring that
for any pair of values there is an “arc” between them that records the fact that
this pair of values satisfies the pertaining constraints.

Arc consistency can be achieved by removing values from domains of vari-

ables as illustrated by the following example.

Example 8. Let us have a CSP with variables 1 and zo and their respective
domains Dy = {1} and Dy = {0,1}. And let us consider the constraint {(1, 1)}

which enforces both variables to be 1.
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The CSP is not arc consistent because the value 0 for x5 never satisfies the

constraint. However, removing 0 from its domain yields an arc consistent CSP.

The algorithm AC-3 reduces domains of variables in order to achieve arc

consistency in time polynomial to the size of the problem [135].

Remark 2.4. Arc consistency is in fact a special case of k-
consistency [74], which takes into account k variables; arc consistency
is k-consistency for k = 2. If a problem is k-consistent for k equal
to the number of variables of the CSP, then for each domain and
a value there exists a solution of the CSP using that value. Any k
less than that does not guarantee this property. Nevertheless, ensur-
ing k-consistency removes values that are certainly not used in any
solution [74].

2.1.5 Relation between CSP and Propositional Logic

Any propositional formula can be expressed as a CSP by considering all the

variable domains to be {FALSE, TRUE}.

Example 9. Let us have the variables x, y, z, and the formula (x=-y) A
(y=%). The formula can be expressed as the two following constraints each

corresponding to one of the implications.

c1 = ({z,y}, {(FALSE, FALSE) , (FALSE, TRUE) , (TRUE, TRUE)})
ey = ({y, 2z}, {(FALSE, FALSE) , (FALSE, TRUE), (TRUE, TRUE)})

If arc consistency is combined with node consistency—a requirement that no
value violates any unary constraint—then it is equivalent to unit propagation

on 2-literal clauses (see Section 2.1.3) as illustrated by the following example.

Example 10. Consider again the formula in the example above (Example 9)
represented as a CSP but now with the additional unary constraint requiring x
to be TRUE.

Since the value FALSE violates the unary constraint, it is removed from the
domain of x. Consequently, the constraint on x and y will be pruned to contain
only (TRUE, TRUE) and the value FALSE will be removed from the domain of y
(see below). Analogously, FALSE will be removed from the domain of z.

TRUE  FALSEFAISE  FALSERALSE
FALseERUE  FALSEERUB

TRUE TRUE TRUE TRUE
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2.1.6 Notation

(e1,...,en) n-tuple with the elements eq, ..., e

{z | p(x)} set comprehension: the set of elements satisfying the
predicate p

r=e x is defined to be e

rT=e x is syntactically equivalent to e

o EY ¢ evaluates to TRUE in all models of ¢ (Section 2.1.1)

o+ there exists a proof for ¢ from ¢ (Section 2.1.3)

! the complementary literal of the literal ! (Section 2.1.3)

M(9) the set of minimal models of ¢ (Section 2.1.2)

2.2 Technology

2.2.1 SAT Solvers

In the context of propositional logic, the satisfiability problem (SAT) is the
problem of determining for a given formula whether there is an assignment such
that the formula evaluates to TRUE or not. A SAT solver is a tool that decides
the satisfiability problem. Most SAT solvers accept the input formulas in CNF
and that is also assumed in this dissertation.

If a SAT solver is given a satisfiable formula, the solver returns a satisfying
assignment (a model) of the formula. If the given formula is unsatisfiable, the
solver returns a proof for the unsatisfiability.

The principles under which most modern SAT solvers are constructed en-
able them to produce resolution proofs of unsatisfiability (see Section 2.1.3).
This is achieved by recording certain steps of the solver and then tracing them
back [206].

Since a resolution proof may be very large in size, some solvers record the
proof on disk in a binary format, e.g., MiniSAT [151]. In such case, to obtain
the proof one needs to read it from disk and decode it.

Some solvers do not produce a resolution-based proof but return only a
subset of the given clauses that is unsatisfiable. The solver SAT4J [178] is an
example of a solver producing such set upon request (using the QuickXplain
algorithm [111]). Since SAT4J is used in the implementation presented in this
dissertation, another solver is used to obtain the resolution tree from the leaves
obtained from SAT4J (see Section 7.1 for more details).

Despite the NP-completeness of the satisfiability problem, nowadays SAT
solvers are extremely efficient and are able to deal with formulas with thousands
of variables and are still improving as illustrated by the yearly SAT Competi-
tion [176].
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are depicted with dashed edges and TRUE transitions with solid edges.

Figure 2.5: Example BDDs

Section 2.3 gives more detail about SAT solvers. Nevertheless, most of the

following text treats solvers as black-boxes that return either a model or a proof.

2.2.2 Binary Decision Diagrams (BDDs)

Binary decision diagrams (BDDs) are a compact representation of satisfying
assignments of a certain formula [34].

The idea behind BDDs is to explicitly represent for each variable assignment
whether the represented formula evaluates to TRUE or FALSE under that assign-
ment. A BDD is an automaton with one initial state where the non-leaf nodes
represent variables and the leaves the values for the whole formula. Each non-
leaf node has two outgoing transitions, one for the value FALSE of the variable
and the other for the value TRUE. To obtain the value of the formula under a
certain assignment, one follows the appropriate edges until reaching one of the
leaves.

Figure 2.5 presents several examples of BDDs. Figure 2.5a represents the
formula x V y. Note that the only way how to reach the leaf F' is by following
the FALSE transitions for both variables. This means that the formula evaluates
to FALSE if and only if both « and y are FALSE.

We talk about a reduced BDD (RBDD), if no sub-BDD appears more than
once in the BDD and no node makes both transitions to the same node.

Figure 2.5b represents the formula (zVy) A (uVw). Note that the sub-BDD
corresponding to uV w is shared by the TRUE transitions coming out of = and y.
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The reason why that is possible is that once x V y is TRUE, whether the formula
is TRUE or FALSE depends solely on u and w.

We talk about an ordered BDD (OBDD) if there exist a linear order on the
variables such that no variable makes a transition to a variable that precedes it
in that order. As illustrated by the following example, the order may affect the
size of the BDD.

Figure 2.5¢ is another representation of (xVy)A (uVw) where different order
of variables is used. Note that the size of this BDD is larger than the one in
Figure 2.5b. Intuitively, the reason for that is that the the values of y and w
are not independent of xz and w.

In the BDD in Figure 2.5d the only way how to reach the leaf TRUE is to
follow the TRUE transition from x, FALSE transition from y, and TRUE transition
from z. This means that the BDD represents the formula z A =y A z.

We talk about a ROBDD if a BDD is both reduced and ordered. Note
that all BDDs in Figure 2.5 are ROBDDs. Typically, the term BDD implicitly

implies ROBDD as most implementations enforce order and reduction.

2.3 Better Understanding of a SAT Solver

This section explains the basic principles of modern SAT solvers. Understanding
of this is necessary only for Section 4.4 and Section 6.3.1. This section greatly
simplifies the workings of a SAT solver and the interested reader is referred
to [138, 139, 158, 61].

Algorithms behind modern SAT solvers have evolved from the Davis-
Putnam-Longeman-Loveland procedure (DPLL) [50]. The basic idea of DPLL
is to search through the state space while performing constraint propagation
to reduce the space to be searched. Indeed, a SAT solver searches through
the space of possible variable assignments while performing unit propagation.
Whenever the assignment violates the given formula, the solver must backtrack.
The search terminates with success if all variables were assigned and the formula
is satisfied. The search terminates unsuccessfully if the whole search space was
covered and no satisfying assignment was found.

Before explaining the algorithm in greater detail, several terms are intro-
duced. The solver assigns values to variables until all variables have a value. A
value may be assigned either by propagation or by a decision.

Assignments made by propagation are necessitated by the previous assign-
ments. Decisions determine the part of the search space to be explored. Assign-
ments will be denoted by the corresponding literal, i.e., the assignment x means
that the variable x is assigned the value TRUE, the assignment —x means that

the variable was assigned the value FALSE.
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A state of the solver consists of a partial assignment to the variables and the
decision level—the number of decisions on the backtracking stack. A unit clause
is a clause with all literals but one having the value FALSE and the remaining
one without a value. A conflict is a clause whose all literals have the value
FALSE.

Whenever a unit clause is found, the unassigned literal must have the value
TRUE in order to satisfy that clause. Whenever a conflict is found, the current
variable assignment cannot satisfy the formula as all clauses must be satisfied.

The following example illustrates these terms.

Example 11. If the solver makes decisions x and y, the decision level is 2 and
the clause ~xV —yV z is a unit clause. While for the decisions z, y, =z the same

clause is a conflict.

Propagation consists of identifying unit clauses and assigning the value TRUE
to the unassigned literal. Propagation terminates if a conflict is reached or there
are no unit clauses left.

def

Example 12. Let ¢ = (—x Vy) A (—x V —y) and the decision made is x. Both
clauses are unit, if propagation picks the first one, it assigns to y the value TRUE
and the second clause becomes a conflict. If, however, the solver makes the
decision y, the propagation assigns to x the value FALSE as the second clause
is unit. Note that in this case there is no conflict and we have a satisfying

assignment for ¢.

Figure 2.6 shows pseudo-code for a SAT solver based on the techniques out-
lined so far. The search alternates between propagation and making decisions.
Whenever the propagation detects a conflict, the search must backtrack, which
means flipping the decision for the highest level where only one decision has
been tried. This means, if the solver made the decision —w, it is flipped to v on
backtracking and vice-versa.

The SAT solver described above has an important property. That is once
the solver commits itself to a part of the search space, it finds a solution there

if one exists. This is captured by the following property.

Property 1. If the solver makes the decisions l1,...,l, and there exists a
solution to the given formula satisfying these decisions, the solver returns such

a solution.

Example 13. Let ¢ = (-z\V -y V 2z) A (-z V =y V —=z). The propagation does
not infer any new information and the solver makes the decision x. Again the
propagation does not do anything and the solver makes the decision y. Now, the

propagation infers a conflict and the solver must backtrack. The highest decision
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SAT

1 level <0

2 while TRUE

3 do isConflict < PROPAGATE

4 if isConflict

) then backtrackLevel <highest level where
only one decision has been tried

6 if such level does not exist
7 then return null
8 else backtrack to the level backtrackLevel
9 and flip the decision made there
10 else if all variables have a value
11 then return current variable assignment
12 else level < level +1
13 MAKEDECISION

Figure 2.6: Basic SAT solver pseudo-code

level where both decisions where not tried is 2 and thus the backtracking flips
the decision y to the decision —y. Deciding z at the level 3, yields a satisfying

assignment.

Remark 2.5. Several important techniques were omitted from the
discussion above. In particular clause learning [138] which adds
clauses to prevent conflicts. Restarts which restarts the solver if
it is not reaching a solution for a long time [83]. And, heuristics used

to pick the next decision [61].

2.4 Variability Modeling with Feature Models

As mentioned in the introduction, in SPLE a program family targeted by a par-
ticular product line is modeled explicitly. Such models serve both the customer
as well as the developer. For the customer, the model is a catalog of available
products. For the developer, the model facilitates the reuse of the core assets
by disallowing their wrong settings.

Feature models [114] are variability models widely accepted by the commu-
nity. As the name suggests, the building block of the modeling is a feature
defined by Kang et al. as follows.

. a prominent or distinctive user-visible aspect, quality, or charac-

teristic of a software system or system. [114]

Using a certain set of features, an individual product is identified by a par-
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(a) FODA modeling primitives

’ power-locks H key-less entry H car-body gearshift

L <<requires>> J

[svoratc | [ o ][ sowie | [ o]

\~ <<excludes>> J

(b) Car feature tree

Figure 2.7: Example of a feature tree inspired by [48]

ticular combination of features that it supports. To relate to our discussion
about problem and solution spaces (Figure 1.1), a designer of a product line
needs to decide which potential products will be supported. Feature models

enable capturing this set in terms of possible feature combinations.

2 Feature models describe valid products of a product line in terms of the

feature combinations that are supported.

2.4.1 Syntax for Feature Models

Even though conceptually a feature model corresponds to a set of valid products,
it is uncommon to record a model as a list of these products. The reason is that
explicit listing leads to large representations, and, humans prefer to represent
sets in terms of dependencies.

A dependency can be for instance “the feature f; requires the feature fy”.
If we assume that this is the only dependency, listing the corresponding set
yields the combinations: no features (), only fo ({f2}), and both features
({f1, f2}). In the following text we sometimes talk about feature models as a
set of permissible combinations and sometimes as a set of dependencies. The
advantage of the combination-set is that it is unique while the advantage of the
dependency-based representation is that it is compact. On a technical note,
there is a large body of research concerned with knowledge representation, see
e.g. [49].

2 Feature models are typically expressed as dependencies among features.
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2.4.2 FODA Notation

Kang et al. noticed that humans not only like to record sets of possibilities in
terms of dependencies but also like to organize things hierarchically. Kang et al.
introduced a user-friendly diagrammatic notation for recording features, com-
monly known as the FODA notation. As the notation is diagrammatic, it is
best explained in figures.

Figure 2.7a shows the modeling primitives of the notation. Figure 2.7b, is an
example of a feature tree representing possible configurations of a car. Each node
in the tree represents a feature, the children of a node are called sub-features
of the node. Some sub-features are grouped in order to express dependencies
between siblings. The node at the very top is called the root feature.

In this example, the diagram expresses that a car must have a body, a
gearshift, and an engine; an engine is electric or gas (selecting both corresponds
to a hybrid engine); a gearshift is either automatic or manual. Additionally, a
car may have power-locks or enable key-less entry. The two edges not part of
the hierarchy are called cross-cutting constraints. In this example they express
that a key-less entry cannot be realized without power-locks and the electric
engine cannot be used together with manual gearshift.

In general, this notation might not suffice to nicely express some dependen-
cies and then the designer can add dependencies in the form of an arbitrary logic

formula; such formulas are called left-over constraints or cross-tree constraints.

Remark 2.6. ‘Technically, left-over constraints are not needed
as the FODA notation enables expressing any propositional for-
mula [179]. In practice, however, left-over constraints are indispens-
able when the designer of the model needs to capture a dependency
between features in different branches of the hierarchy. This is likely
to occur as the hierarchy is not so much driven by the propositional
semantics that the feature model is to capture but by the hierarchi-
cal organization of the features as seen in the real world by humans.
For instance, gear-shift is a sub-feature of a car because gear-shift is

a component of a car in the real world.

Feature trees suggest a nice way of selecting a particular feature-combination
(a product). The user selects or eliminates features starting from the root and
continues toward the leaves. The user must follow a simple set of rules in order
to stay within valid products. If the user has selected a feature, then he or she
must select a sub-feature if that is a mandatory feature; that is not required if
it is an optional sub-feature. If the user selects a feature then one and only one

sub-feature must be selected from an alternative-group' and at least one must

1Sometimes alternative-groups are called xor-groups, which is misleading for groups with
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modeling primitive logic formula

Root(r) Uy

OptionalChild(e, p) Ve = Up

MandatoryChild(c, p) Ve & Up

Excludes(a, b) —(vg A p)

Requires(a, b) Vg = Up

AlternativeGroup(p, {f1,...,fn}) (vg V- Vug, Svp) A /\i<j =(fi A fj)
OrGroup(p, {f1,---, fn}) vg, V- Vouy, S oy

Constraint(¢)

Table 2.1: Semantics of modeling primitives

be selected from an or-group.

If a feature fi requires the feature fo, once f; is selected fo must be
as well. Features connected with an excludes edge cannot be both selected.
Chapter 3 discusses this process in greater depth and the precise semantics of

feature models is discussed formally in the upcoming section.

2 FODA notation is a user-friendly diagrammatic notation for feature

models which organizes the features in a hierarchy.

Extensions of FODA Notation

The original FODA notation gave raise to several extensions. A natural gen-
eralization of zor and or groups is the cardinality-based notation [47, 46, 43].
The cardinalities on a feature-group express the minimum and maximum of
features that must be selected whenever the parent-feature is selected as in
Entity-Relation or UML modeling.

Then there are some extensions that take feature models out of the realm
of finiteness. Feature attributes (also called properties) enable expressing vari-
ability with large or infinite domain, such as numeric values or strings. Often,
an attribute is fixed, e.g., a price of a feature.

Feature cloning [47] enables the user to require several copies of a feature.
These copies are typically distinguished by an attribute, as it is not clear what

it means to have the same exact feature multiple times.

2 The FODA notation has several extensions; some of these enable ex-

pressing variability with non-Boolean or infinite domains.

2.4.3 Semantics of Feature Models

Diagrammatic notations for feature models are user-friendly but not machine-

friendly. Namely, if we want to reuse tools for automated reasoning—such as

more than two elements.
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SAT solvers—we have to provide a semantics in terms of mathematical logic.
Additionally, a mathematical semantics increases the confidence that everybody
understands the syntax in the same way.

Propositional logic has proven to be a good candidate for FODA seman-
tics [179]. The semantics consists of a set of variables and a formula on these
variables. For each feature f, the variable v is introduced representing whether
the pertaining feature is selected or not. The formula is constructed such that
there is a one-to-one correspondence between satisfying assignments of the for-
mula and the permissible feature combinations of the feature model.

Table 2.1 presents the semantics of the individual modeling primitives of
the FODA notation; the semantics of a feature model is a conjunction of the
individual semantics. Note that there is always an implication from a sub-feature

to its parent, i.e., a sub-feature cannot be selected without its parent.

Vg N\

Vy <= Vg A

Ve => Vg N\ Vg = Uy N
Vg = Uy A\ Up = Uy N\
vy = (Vg V Up) A

vy = (Ve A vp)

(a) Feature model example

(b) Its semantics

Figure 2.8: FODA notation and its semantics

Figure 2.8 illustrates the semantics on a concrete toy-example. The left-hand
side of the figure is a small feature tree in the FODA notation?. The right-hand
side captures its semantics in term of a propositional formula obtained by using
the rules from Table 2.1.

Semantics of Extensions of FODA

As most of this thesis is dealing with the actual logic semantics of feature models
rather than the syntax, we are not going into great detail of semantics of FODA
extensions and the reader is referred to relevant publications. Propositional
logic semantics have been extensively studied by Schobbens et al. [179].

Jonge and Visser [51] propose the use of context-free grammars for capturing
the semantics of feature models. Feature configurations conforming to a feature
model are defined as the sentences generated by the pertaining grammar. This
idea is extended by Batory [15] by combining grammars and propositional logic.

Czarnecki et al. [47] also use context-free grammars to capture the semantics

of feature models. Their meta-model is more expressive than the feature models

2The labels on the edges are not part of the notation and are meant to represent the
semantics.
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covered by the aforementioned articles, as their meta-model enables cardinalities
and feature cloning. The main limitation of grammars is that they do not enable
cross-tree dependencies.

Hofner et al. take an algebraic approach to feature modeling. In this ap-
proach, a product family is a set of sets of features, and the language of algebra
is used to abstract from the sets. Dependencies, such as exclusion, are expressed
as additional equalities. What makes this approach interesting is that it enables
to use multisets (sets with repetitions of an element, also known as bags) instead
of sets. This extension permits the modeling of feature models with cloning.
Even though this approach seems interesting, no other publications along this
line of research are known [97].

Benavides et al. user Constraint Satisfaction Problems to capture semantics
of feature models with attributes [21].

The author of this dissertation developed an approach to formalizing fea-
ture models in higher-order logic using the proof assistant PVS. Thanks to the
expressive power of the PVS language and higher order logic, this approach
enables reasoning about the full range of feature models—with cloning or at-
tributes [101].
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Chapter 3

Configuring Variability
Models

We established that variability models represent a set of configurations that a
particular product line is set out to be able to implement. If users are config-
uring such model, they are looking for a particular configuration that respects
the model and also fulfills their requirements. In this chapter we establish a
connection between configuration and propositional logic.

In the case of feature models, the set of configurations is not recorded as a
catalog of configurations but as a set of constraints imposed on these configura-
tions since constraints enable more compact representation. However, it is hard
for a user to keep track of all the constraints for large and complex systems.
Hence, it is practical for the users to specify their requirements on the desired
configuration in a series of steps and reflect on the result of each step.

Section 2.4.1 suggests that for the FODA notation it is intuitive to start
making decisions about features from the root towards the leaves. In the follow-
ing, however, we do not assume any particular order of selecting or eliminating
features as that would be an unnecessary assumption about the user.

In fact, in general there is little that we assume about the decisions that users
might make. We do assume, however, that they wish to respect the constraints
of the product line specified by the feature model. This assumption is justified
by the fact that breaking the constraints given by the feature model would likely
require a change in the whole product line and thus incur higher development
cost, or, it might be the case that the constraint represents an actual physical
impossibility.

Conceptually, the configuration process can be thought of as a series of sets of

configurations (see Figure 3.1). The first set comprises the set of configurations
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permitted by the variability model (e.g., all permissible feature combinations),
further decisions put by the user shrink this set until the set contains exactly one
element (e.g., a particular feature combination). In this sense, a configuration

process is a step-wise refinement [200, 47, 46, 106].

Figure 3.1: Configuration schematically

2 The objective of a configuration process is to find a configuration con-
forming both to the constraints given by the configured variability model
and the requirements specified by the customer.

The purpose of this chapter is to set the ground for interactive configuration,

a configuration process during which a tool provides some feedback after each
decision or on request. The word ‘interactive” stems from the fact that the
process is not just a set of decisions laid out by the customer and then checked
for validity, but, it involves responses from the tool which helps the customer

stay within validity bounds.

2 An interactive configuration process is a sequence of steps where a tool

provides support throughout the process.

3.1 Propositional Configuration

As we saw in Section 2.4.3, propositional logic is used to express a semantics
of the FODA notation and some of its extensions. A configuration process
for a FODA feature model is exemplified by Figure 3.2b, in accordance with
the principles outlined above (compare to Figure 3.1). In the first step the user
selects the feature a, which discards all the feature configurations not containing
it and effectively those that contain the feature b, as a and b are alternatives.
In the second step the user selects the feature ¢ which discards all the feature
configurations not containing it. In the last step the user eliminates the feature
d which discards configurations that contain it and which leaves us with a single
feature configuration that conforms to the feature model and the user decisions
made.

The example illustrates that a configuration process of a FODA feature
model can be seen as a gradual refinement of the set of permissible config-
urations. In practice, however, we do not represent these sets explicitly but

represent them as formulas.

34



{z,y,b,d} {z,y,b}
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(a) Feature model example (b) Example configuration of Fig-
ure 3.2a

Figure 3.2: FODA notation and configuration processes

This section defines terms and concepts for configuration of variability mod-
els with propositional semantics in general. Hence, further on we do not refer to
features and feature models, rather, we assume that they have been translated
into the corresponding variables and formulas (see Section 2.4.3). The discus-
sion on how to maintain a link between variability models and their semantics
is left to Chapter 7.

Interactive configuration consists of user actions and responses from the
configurator. This dissertation focuses on the following user actions: requests
for explanations, user decisions (or just decisions), and retractions. A user
decision is either an elimination or selection of a variable. Retracting a decision
means bringing the configuration process into a state as if that decision had not
been made. Explanation is a justification why the configurator has disabled a
certain decision from being made.

In terms of formulas, selecting a variable v corresponds to the formula v and
eliminating v corresponds to the formula —v. Note that decisions are literals (see
Section 2.1.3). In propositional logic, a literal and a value of a variable carry
the same information: the literal x corresponds to x being TRUE, the literal
-z corresponds to x being FALSE. The following text uses these formalisms
interchangeably.

A configuration process starts from some initial formula that is to be config-
ured; this formula might correspond to a feature model, for instance. Further,
the user is making decisions or retracting some of the old ones. Formally we

model the process as a sequence of sets of decisions that are active in each step.

Definition 2. A propositional configuration process for an initial formula 1,
where ¢ is satisfiable, is a sequence of sets of user decisions Dy, ..., Dy with the
following properties.

The initial set of decisions is empty (Do = {)). For i > 0, the set of decisions
is obtained from the previous set either by adding or removing a decision, i.e.,
either D;1 = D; U{d} or D;11 = D; ~ {d} where d is a literal.

The indices in the sequence are called steps. The state formula in the step
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i €0...k is the formula 1o \ )\ 4e p, d-

Recall that the goal of a configuration process is to find a particular solution
of the initial formula. Hence, we consider a configuration process to be complete
if it determines one particular solution. In the context of propositional logic,
solutions correspond to satisfying variable assignments (models of the formula).

These concepts are captured in the following definition.

Definition 3. We say that a configuration process is complete iff the state

formula in the last step has one and only one satisfying assignment.

A configurator is a tool that assists the user during a configuration process.
The main role of a configurator is to prevent the user from making “wrong” de-
cisions. Informally, a decision is wrong if the configuration cannot be completed
without changing this decision. On the other hand, it should not prevent the
user from finding permissible solutions. The following definition captures these

two requirements.

Definition 4. We say that a configurator is backtrack-free iff does not allow
configuration processes with unsatisfiable state formulas.

A configurator is complete iff for any satisfying assignment of the initial
formula there exists a complete process where the state formula in the last step

is satisfied by this assignment.

Remark 3.7. There does not seem to be any motivation on behalf
of the user for a configurator to be not complete. If a configurator
is not complete, it means that the designer of the instance being
configured included some possibilities that the user cannot reach.
However, Freuder shows that the problem of backtrack-free interac-
tive configuration can become computationally easier if completeness
is sacrificed [77].
In some approaches, the user is enabled to temporally choose
non-backtrack-free options. This might happen if some external
conditions change or if there are multiple users on figuring the
same instance. In these cases interactive reconfiguration or correc-
tive explanations can be used to get back within the overall con-
straints [91, 159, 199]. However, the configurator needs to be aware
of the fact that backtrack-freeness was violated in order to invoke
such mechanism.
In the remainder of this section we make several observations about the
properties of the definitions above. These properties are closely tied to the

concept of bound variables and literals, which are defined as follows.
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Definition 5. We say that a variable v is bound to the value TRUE in a formula
¢ iff it has the value TRUE in all satisfying assignments of ¢. Analogously, we
say that a variable v is bound to the value FALSE in a formula ¢ iff it has
the value FALSE in all satisfying assignments of ¢. We say that a variable v is
bound if it is bound to some value. In a mathematical notation, for v bound to
TRUE it holds ¢ }= v and it holds ¢ |= —w for v bound to FALSE.

We extend the terminology for literals as well, we say that a literal [ is bound

in ¢ iff it evaluates to TRUE in all satisfying assignments of ¢, i.e., it holds ¢ |= .

Note that a variable v is bound in a formula iff one of the literals v, —w is
bound in the formula. If both of these literals are bound, the formula is unsatis-
fiable. To determine whether a literal is bound, it is possible to ask the question
whether the complementary literal can ever be satisfied; this is formalized by
the following proposition. (Recall that I denotes the literal complementary to
the literal [, Section 2.1.3.)

Proposition 1. A literal [ is bound in v iff the formula 1 Al is unsatisfiable.

Proof. First we observe that ¢ A [ has those satisfying assignments that satisfy
both v and [. Additionally, for any assignment either [ or [ holds (but not both).

If ¢ = 1, then all satisfying assignments of 1 satisfy [ and therefore there
are no assignments satisfying [. If there are no satisfying assignments of 1) A,
then [ must be satisfied by all satisfying assignments of . O

The following observation relates bound variables and complete processes.

Observation 1. A configuration process is complete iff all variables are bound
in the state formula of the last step.

Example 14. Let ¢; denote state formulas of a process starting from ¢y =
(=u V —w) A (x=1). The user selects u (¢1 = ¢o A u); v is bound to FALSE
as u and v are mutually exclusive. The user sets y to FALSE (¢ £ o1 A Yy);
the variable x is bound to FALSE. The process is complete as all variables are

bound.

The following propositions show that a backtrack-free and complete con-
figurator enforces decisions that are bound. Conversely, it disallows decisions
whose complement is bound. This observation is used in Chapter 4 to construct

a configurator.

Proposition 2. A configurator is backtrack-free iff it does not permit decisions

d such that d is bound in the current state formula.

Proof. In the following, ¢; and ¢;41 denote two consequent state formulas. First,

if a configurator is backtrack-free, then it must not allow to make a decision d if
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d is bound. Since if it did allow such decision, it holds ¢; = d and ¢;41 = ¢; Ad
where ¢; 41 is unsatisfiable due to Proposition 1.

Now we show, by contradiction, that if it does not allow to make decisions
d whose complement is not bound, then the configurator is backtrack-free. Let
us assume that the configurator is not backtrack-free and therefore there exists
an unsatisfiable state formula ¢; in some process. Since the initial formula is
satisfiable by definition, the first state formula cannot be the unsatisfiable one. If
a state formula ¢; = ¢;_1 Al is unsatisfiable, then ¢;_1 = I due to Proposition 1

and that is a contradiction because the decision [ is not allowed. O

Proposition 3 (Completeness). If a configurator allows any decision whose

complement is not bound, then it is complete.

Proof. Let ly,...,l, be literals representing a satisfying assignment of ¢q, in
some (arbitrary) order. Since ¢o A lg A --- Al; A li41 is satisfiable for any
i € 0.n — 1, the literal [;4; is not bound due to Proposition 1. Hence, the
configurator allows the decision /;1; in the step ¢. The desired assignment is

obtained by the decisions ly, ..., [, in this order. O

3.2 Summary

A configuration process can be seen as a gradual refinement of the set of config-
urations. In SPLE we represent the set of configurations using feature models.
Feature models captured in the FODA notation have semantics expressible in
propositional logic. We translate the given feature model into its semantics and
similarly represent user decisions as logic formulas. Conjoining the semantics of
a feature model with user decisions gives us the state formula (Definition 2).
A configurator is a tool that provides a user with feedback throughout the
configuration process (hence making the process interactive). A configurator is
backtrack-free iff it does not allow such sequences of user decisions that cannot
be extended into a valid configuration. A configurator is complete iff it allows
all sequences of user decisions that lead into a valid configuration (Definition 4).
We define the term bound literal (Definition 5) as a literal that is true in all
valid configurations, and, we show that whether a literal is bound or not, can
be phrased as a satisfiability question (Proposition 1). Finally, we show that a
completeness and backtrack-freeness of a configurator is achieved by identifying
bound literals throughout the process. This is particularly important in the
following chapter as it makes a connection between backtrack-free and complete

configurators, and, satisfiability.
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Chapter 4

Interactive Configuration
with a SAT Solver

This chapter describes how to use a SAT solver to implement a complete and
backtrack-free configurator. The implementation relies on propositions 2 and 3
which tell us that completeness and backtrack-freeness is achieved by identifying
bound literals.

The presentation is carried out in the following steps. Section 4.1 describes
the context in which the algorithms operate. Section 4.2 presents the main
ideas of an algorithm for finding bound literals and a naive version of this
algorithm. This naive version is improved in Section 4.3; this improvement
has the property of being easy to implement while it significantly improves
the performance. Section 4.5 focuses on an aspect neglected by the previous

sections—the explanations for the feedback given to the user by the configurator.

4.1 Setup

All the presented algorithms expect the initial formula to be given in the con-
junctive normal form (CNF); how the CNF is obtained is discussed in Chapter 7.
The presentation of the algorithms is done in the context depicted in Figure 4.1.
The centerpiece is the configurator which communicates with two components:
the user interface and a SAT solver.

The communication is carried out through a set of messages. The user
interface initializes the configurator with an initial CNF formula by sending the
message INIT(¢) : CNF'); all the inference from then on assumes that this formula
holds and therefore the message requires that the formula is satisfiable. The user

interface communicates a new user decision by the message ASSERT(I : Literal).
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Figure 4.1: Configuration process

The user interface requests to retract a previously made decision by sending
RETRACT(I : Literal). Asserting a previously asserted literal without retracting
it has no effect. Analogously, retracting a literal not asserted has no effect.
Asserting the literal v corresponds to selecting the variable v and asserting
the literal —v corresponds to eliminating the variable. The user interface may
send ASSERT and RETRACT messages only with literals that contain a variable
that appears in the initial formula 1) sent in the initialization message. More
specifically, this means that the set of variables whose values are to be configured

remains the same throughout the configuration process.

Remark 4.8. The actual implementation enables configuring vari-
ables not appearing in 1y by letting the user interface specify explic-
itly the set of variables that should be considered. However, these
variables are trivially unbound independently of the other variables
and can become bound only if the user interface sends the corre-

sponding ASSERT message.

The configurator uses the message LOCK(xz : Variable,v : Boolean) to lock
a variable in a certain value and it uses UNLOCK(z : Variable) to unlock a
variable. Note that the pair (z : Variable,v : Boolean) passed to the message
LOCK corresponds to a literal: if v is TRUE, the corresponding literal is z; if v
is FALSE, the corresponding literal is —z.

The user interface guarantees that it does not send ASSERT messages
concerning a locked variable. In other words, the user interface pre-
vents its users from changing values of locked variables. The message
Lock(x : Variable,v : Boolean) is sent when the variable x is bound to the
value v.

Note that the mechanism of locking ensures completeness and backtrack-
freeness of the configurator due to propositions 3 and 2. If one of the literals
v, —w is bound, the configurator locks the variable v and therefore the user can

never make a decision whose complement is bound.
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If a certain variable is locked, the user interface may ask why it has been
locked by sending the message EXPLAIN(z : Variable). The precondition for
calling EXPLAIN is that the variable z is locked in some value v by LOCK. The
return value of EXPLAIN is a resolution-based proof of why x must have the
value v (this message is discussed in greater detail in Section 4.5).

The configurator queries the SAT solver by the message ISSAT (¢ : CNF)
whose return value is either null iff ¢ is unsatisfiable, or, a set of literals
that corresponds to a satisfying assignment of . For example, for the query
ISSAT(x V y) the possible responses are {x,—y}, {—-x,y}, and {z,y}. If a cer-
tain formula is unsatisfiable (the solver returned null), then the configurator
may ask for a proof of the unsatisfiability by the query REFUTE(¢), this returns
a resolution tree deriving L from ¢ (see Section 2.1.3 for more details).

As discussed in Section 2.2, some SAT solvers do not provide a resolution-
based proofs. Section 7.1 discusses how to deal with such obstacle. For the
purpose of this chapter, we assume that the SAT solver produces a resolution

tree as a proof.

Remark 4.9. In practice, a SAT solver may take too much time
to respond. Here, however, we assume that the solver always re-
sponds. An actual implementation should have a safety mechanism
that checks at the initialization whether the formula is unwieldy or
not. This can be for instance achieved by calling the SAT solver on
the initial formula upon start. If this first call times out, further
calls will very likely timeout as well. On the other hand, if this call

succeeds, then the further calls will likely succeed as well.

4.2 Configurator Skeleton

To keep track of decisions made so far, the configurator maintains the set D
representing the current user decisions as a set of literals. It stores the initial

formula in the variable ¢q.

> requires > requires
1) is satisfiable [ is not locked

INIT(¢) : CNF) ASSERT(! : Literal) RETRACT(! : Literal)
do — D+ DU{l} D+ D~ A{l}
D+ TEST-VARS() TEST-VARS()
TEST-VARS() (b) Asserting (c) Retracting

(a) Initializing

Figure 4.2: Basic implementation of INIT, ASSERT, and RETRACT
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TEST-VARS()
1 ¢+ P A /\leD l
2 foreach x : vars-of(¢g)
3 do CanBeTrue <+ TEST-SAT(¢, )
CanBeFalse < TEST-SAT (¢, ~x)
if = CanBeTrue N — CanBeFalse
then error “Unsatisfiable”
if = CanBeTrue then LOCK(x, FALSE)
if = CanBeFulse then LOCK(z, TRUE)
if CanBeTrue A CanBeFalse then UNLOCK(z)

© 00~ O U

Figure 4.3: Skeleton of the algorithm for testing bound variables

Figure 4.2 shows an implementation of the procedures INIT, ASSERT, and
RETRACT. All of these procedures rely on the procedure TEST-VARS, whose job
is to analyze the newly established state and compute the appropriate binding
for the variables.

Figure 4.3 presents a pseudo-code for TEST-VARS which computes, for each
literal, if it is bound in the current state formula. To do that, it relies on
Proposition 1, which tells us that a literal [ is bound in the formula ¢ iff ¢ Al
is unsatisfiable. In order to test this, the procedure TEST-VARS uses a function
TEST-SAT (¢p : ONF, 1 : literal), which tests the satisfiability of ¥ Al and is
discussed later on.

The two calls to TEST-SAT have four possible outcomes and these are in-
vestigated in the lines 5-9. If the variable x can be neither TRUE nor FALSE,
then ¢ itself is unsatisfiable (line 5), which breaks the assumptions that ¢ is sat-
isfiable at all times as the configurator is backtrack-free (this possibility occurs
only when some of the contracts of the procedures are broken). If the variable
can be either TRUE or FALSE, but not both, then the variable is locked in the
complementary value (lines 7 and 8). If the variable can be both TRUE and
FALSE, the algorithm makes sure that the variable is unlocked (line 9).

TEST-SAT (¢): Formula, l: Literal) : Boolean
return ISSAT (¢ Al) # null

Figure 4.4: Naive version of TEST-SAT
Now, let us look at the implementation of TEST-SAT. Since the algorithm

has a SAT solver at its disposal, it can simply query the solver for the satisfiabil-

ity of ¢ Al as shown in Figure 4.4. This yields an algorithm that calls the solver
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twice on each variable after each assertion and retraction. (TEST-SAT always

invokes the solver and TEST-VARS invokes TEST-SAT twice for each variable.)

Remark 4.10. Note that the order of iterating through the set of
variables in TEST-VARS does not influence which variables will be
locked and which not. The reason for that is that whether a variable
v is locked or not solely depends on the satisfiability of ¢ A v and

¢ A —wv and the formula ¢ does not change during the iteration.

4.3 Computation Reuse

As pointed out, the version of TEST-SAT above calls the SAT solver consid-
erably many times—twice for each variable after each user action. This is im-
proved if we realize that the iterations of the loop in TEST-VARS do not in any
way reuse information gained in the previous iterations. Let us look how that
can be done.

First, consider the situation when the algorithm tests the satisfiability of
¢ Al and the solver returns a satisfying assignment. If that assignment gives the
value TRUE to some variable z, then ¢ A x must be satisfiable as this assignment
is a witness for the fact that ¢ Al A x is satisfiable. Therefore, there is no need
to call the solver on ¢ A x after that. Analogously, if the assignment gives FALSE

to x, then ¢ A —x is satisfiable and there is no need to call the solver on ¢ A —z.

Example 15. Let ¢ < xV y V z and assume that ISSAT(¢) A x) responds
{z,y,—z}. From the response of the solver we know that ¢ A x is satisfiable but
also that ¢ Ay and ¥ A —z are satisfiable.

Based on this observation, the first improvement to the algorithm is to avoid
satisfiability tests of values that appear in some of the satisfying assignments
encountered so far. This optimization does not exploit, however, the negative re-
sponses of the solver (null). Consider the situation when the constraint contains
the formula —x1 V x5. If the solver knows that xo must be FALSE, it can quickly
deduce that z; must be FALSE by using unit propagation (see Section 2.1). In
general, conjoining the bound literal gives to the solver more information about
the formula and the solver is expected to perform better. This motivates the
second improvement: storing the values that are disallowed and conjoining their
complements to the whole formula in subsequent queries. We refer to this op-

timization as catalyst optimization as the literals being conjoined should speed
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up the solving process (serve as catalysts).

Remark 4.11. The optimization just introduced is analogous to the
way lemmas are used in mathematical proofs. If ¢ Al is unsatisfiable,
then ¢ |= [ and this knowledge is used in further inference just as

lemmas are used to prove other theorems.

Based on these two ideas, we devise a new version of TEST-SAT. This version

is again called from TEST-VARS (see Figure 4.3).

TEST-SAT(¢p: CNF, I: Literal) : Boolean

if [ € KnownValues then return TRUE
if [ € DisabledValues then return FALSE

L+ ISSAT(w NN /\kEDisabledValues k)
if L # null

then KnownValues < KnownValues U L
else DisabledValues < Disabled Values U{l}
return L # null

~N O Uk W N

Figure 4.5: Improved TEST-SAT

This new version (see Figure 4.5) relies on two sets Disabled Values and
KnownValues. The set DisabledValues comprises literals [ for which the algo-
rithm knows that ¢ Al is unsatisfiable, and the set Known Values comprises the
literals [ for which the algorithm knows that ¢ Al is satisfiable for the current
state formula ¢. For instance, if Disabled Values contains the literal —x, then
x must not be FALSE in the current state formula—it is bound to TRUE; if
KnownValues contains the literal —y, then y can be TRUE in the current state
formula so it is certainly not bound to FALSE.

How the sets DisabledValues and Known Values are updated between differ-
ent calls to TEST-VARS is discussed after the description of TEST-SAT—recall
that TEST-SAT is invoked from TEST-VARS on the current state formula.

TEST-SAT first consults the two sets and does not invoke the solver if the
queried literal is in any of them (lines 1 and 2). If it does call the solver and
1 Al is satisfiable, it adds into KnownValues all the literals that are in the
returned satisfying assignment (line 7). If ¢ Al is unsatisfiable, then it adds the
literal [ into the set Disabled Values (line 8).

Note that if a variable = is not bound to any value, then eventually both
literals x and —x will be in the set Known Values. In contrast, the literals x and
-z will never both end up in the set Disabled Values as that would mean that x
can be neither TRUE nor FALSE. Hence, if a literal [ is in Disabled Values, then

the literal [ will end up in Known Values as the literal [ is bound in the current
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IniT(¢p : CNF) ASSERT(! : Literal) RETRACT(! : Literal)

R D «+ DU{l} D+ D~ {l}
D+ Known Values — () Disabled Values + ()
KnownValues + () TEST-VARS() TEST-VARS()

Disabled Values +
TEST-VARS()

Figure 4.6: Change of state and Known Values and Disabled Values.

state formula.

Observation 2. If ¢ Al is satisfiable, then the literal | itself must be among
the returned literals. Therefore TEST-SAT never invokes the solver twice on

the same query.

So far it has not been specified how to initialize the sets Known Values and
DisabledValues neither it was said how asserting and retracting affects them.
A rather coarse approach would be to empty both sets whenever ¢ changes,
i.e., in INIT, ASSERT, and RETRACT. However, any assertion strengthens ¢
and therefore it is safe to keep Disabled Values. Conversely, decision retracting
weakens ¢ and it is safe to keep KnownValues. This is captured by the two

following observations.

Observation 3. After a retraction, the literals in the set Known Values are still

possible assertions for the new state-formula.

Proof. Let ¢ = ¢’ Al be the state-formula before the retraction and ¢’ be the
state-formula after retraction. The formula ¢’ “constrains less” (it is weaker).
In other words, all the satisfying assignments of ¢ are also satisfying assignments
of ¢'. Hence, if ¢’ Al A k is satisfiable for some literal k € Known Values, then
¢’ Ak is also satisfiable. O

Observation 4. After an assertion, the literals in the set Disabled Values are

still impossible to be asserted for the new state-formula.

Proof. Let ¢ be the state-formula before the assertion and ¢’ = ¢ Al the state-
formula after the assertion. The formula ¢’ “constrains more” (it is stronger).
Hence, if ¢ A k is unsatisfiable for some literal k € Disabled Values, then ¢ ANl Ak

must be unsatisfiable as well. O

4.3.1 Example Execution

The following text describes a sample configuration process using the described

algorithm. The notation ¢; is used to represent the state formula in step . The
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user interface initializes the process with the formula to be configured defined

as follows.

Initialization The procedure INIT stores the initializing formula v into ¢q
and sets each of the D, Disabled Values, and Known Values to the empty set and
calls TEST-VARS.

Initial Test The procedure TEST-VARS begins by testing the variable p. Since
¢o/Ap is satisfiable, the SAT solver finds a satisfying assignment {p, ¢, r}, whose
literals are added to Known Values. Similarly, the query ¢oA—p yields the literals
{-p, q, —r}, which also are added to Known Values.

Thanks to the luck we had in finding satisfying assignments, the tests for
the variables r and ¢ do not need to use the SAT solver since all four pertaining

literals are already in Known Values.

Assert Now the user makes the decision that the variable p should be TRUE,
this yields the invocation ASSERT(p). ASSERT adds the literal p to the set D
and clears the set Known Values. This gives us the state formula ¢; = ¢ A p.

For better intuition, the formula ¢, can be rewritten as follows.

o1 = (g=7)A
(mqV —r)

Test after decision The procedure ASSERT invokes TEST-VARS. The SAT
solver responds {p,r, —q} and {p,—r,—q} to the queries ¢1 A r and ¢ A —r,
respectively. Hence, both TRUE and FALSE are possible for the variable r, while
for ¢ we only know that it can be FALSE under this state formula.

The SAT solver tells us that ¢; A ¢ is unsatisfiable and the algorithm locks
the variable ¢ in the value FALSE. The configuration process is complete as all

variables are bound.

Remark 4.12. Even this small example shows that unit prop-
agation (see Section 2.1.3) is an insufficient inference mechanism
for configuration (as in [15]). Applying unit propagation to p A
(p=(g=7)) AN(p=(—qV —r)) yields p A (q=71) A (=g V —r), from
which it is not obvious that ¢ must be FALSE.
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4.3.2 Discussion about Complexity

This section makes several observations regarding the computational complexity
of the approach. A first thing that should be justified is the use of a SAT solver.
Satisfiability in general is an NP-complete problem. Couldn’t determining the
satisfiability of ¢ Al be easier? The following claim shows that it is just as
difficult.

Claim 1. Let ¢ be a CNF formula and let [ be a literal. Then the satisfiability
of ¢ Al (which is also CNF) is NP-complete.

Proof. Let 1 be a formula and x a variable not appearing in 1. Let ¢’ be a
CNF of the formula x=-1. The formula ¢’ is obtained from @ by adding the
literal -z to each clause (hence, the size of ¢’ is linear in the size of ). Since
' Az and v are equisatisfiable, answering the query of satisfiability of ¢’ A
answers satisfiability of 1, which means solving an NP-complete problem and
thus the satisfiability of ¢ Al is NP-hard. The satisfiability of ¢ Al is in NP
because it can be checked in polynomial time that an assignment satisfies the

formula ¢ A, i.e., the problem is NP-complete. O

Claim 2. To determine whether a literal | is bound in a formula ¢ is co-NP

complete.
Proof. An immediate consequence of previous claim and Proposition 1. O

As the above claims show, the procedure TEST-VARS (Figure 4.3) solves
two NP-complete problems for each variable: the satisfiability of ¢ A z and the
satisfiability of ¢ A —x. As the SAT solver is the place where this happens, it is

interesting to look at how many times the solver is called in that procedure.

Claim 3. Ifn is the number of variables of the problem being configured, then

the SAT solver is called no more than n + 1 times.

Proof. For each variable y there are the two complementary literals y and
—y. Therefore there are 2n different literals whose satisfiability the procedure
TEST-VARS must answer.

Let = be the first variable being tested in TEST-VARS. At least one of the two
calls to the solver for satisfiability of ¢ A z and ¢ A —z must return a satisfying
assignment otherwise ¢ would be unsatisfiable. Therefore, after the first test of
the first variable, the set Known Values contains at least n — 1 literals that do
not contain the variable x. In other words, we know that at least one of the

literals corresponding to any of the variables succeeding x is satisfiable. O
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Remark 4.13. Here I would like to make a highly intuitive remark
concerning the case when the solver is called many times (close to
n + 1). One scenario when the SAT solver is called n + 1 times is
when there is exactly one satisfying assignment of the formula. In
that case the solver will respond negatively for all the literals that
have not been tested yet after the test of the first variable. If that is
the case, then it is likely that the variables are strongly constrained
and the solver will return quickly from these queries.

Another extremal case is when the solver returns satisfying assign-
ments but the set KnownValues is being filled slowly, which means
that the different satisfying assignments returned by the solver are
very similar even though the queries are different. In such case the
dependencies between variables must be loose and again, the solver
is likely to find the solution quickly. In summary, these two intuitive
observations suggest that if the solver is called many times, then the

individual calls will be fast.

2 The number of calls to the SAT solver decreases if testing satisfiability

of a variable reuses information obtained from previous tests.

4.4 Modifying the Solver

Kiichlin and Kaiser study how to compute the set of bound variables using a
SAT solver in a non-interactive setting [113]. Their algorithm is based on similar
principles as the algorithm TEST-VARS, however, the state of the configuration
process is not maintained. The optimization they use is based on modifying
how the solver looks for solutions. This section shows how to implement this
optimization in our setting.

Recall that the set Known Values stores the literals that have occurred in the
satisfying assignments found in the previous iterations of the loop in the function
TEST-VARS. And, if a literal is already in this set, it is not necessary to test if
it is satisfiable in the current state formula because we know that it is. Hence,
it is desirable to maximize the number of literals in the satisfying assignments

that are not in the set KnownValues, in order to speed up its growth.

Example 16. Let the state formula be equivalent to TRUE, then it is possible
to determine all the bound variables in two calls to the solver. In the first
call the solver returns all negative literals and in the second call it returns all
positive literals. Hence, the procedure TEST-SAT never calls the solver again

since all the literals are in the set KnownValues.

In order to discover satisfying assignments that differ from the set of
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KnownValues as much as possible, we modify how the solver searches for them.
Recall that the solver is a backtracking algorithm systematically traversing the
search space by making decisions (see Section 2.3). Therefore, to achieve our
goal, we modify the solver to prefer decisions that take it to the parts of the
search space that differ in from the literals known to be satisfiable.

We are assuming that the underlying solver is based on the principles out-
lined in Section 2.3. The solver is traversing the search space of Boolean assign-
ments by backtracking while using unit propagation to avoid parts of the search
space without a solution. If unit propagation has been carried out but there
are still some variables that were not assigned a value, then the backtracking
algorithm needs to choose a variable and a value for it in order to continue
with the search (if the search is not successful, the value of that variable will be
flipped).

Tt is common to represent a variable and its value as a literal (v corresponds
to the value TRUE —w corresponds to the value FALSE). We maintain a list
of literals Order. The order of the literals in this list determines how they are
chosen in backtracking. Hence, the part of backtracking that decides what is the
next part of the search space to inspect is modified as shown by the following

pseudo-code.

SELECT() : Literal
1 foreach k in Order
2 do if k£ has not been assigned a value
by the previous steps of backtracking
3 then return k

To initialize and update the list Order, we modify the routines INIT and
TEST-SAT (see Chapter 4). When the configurator is initialized, the procedure
INIT fills the list Order with all possible literals in some random order (for each
considered variable two literals are added). The list is modified in the function
TEST-SAT in such way that literals in Known Values are move towards the end

of the list. This is shown by the following pseudo-code.
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TEST-SAT (¢p: CNF, I: Literal) : Boolean

1 if | € KnownValues then return TRUE

2 if [ € DisabledValues then return FALSE

8 L« ISSAT(¥ ALA Ape pisavteavatues )

4 if L # null

5 then foreach k € L

6 do if k ¢ KnownValues move k to the end in the list Order
7 KnownValues +— KnownValues U L

8 else DisabledValues < Disabled Values U{l}

9

return L # null

The difference between this version and the last one is in the lines 5-6.
Whenever a literal k is added to the set Known Values, it is moved to the end in
the order list. Hence, when searching for solutions, the backtracking algorithm
will look for solutions containing the literal k, only if other solutions were not

found.

Example 17. Let ¢ & -z V -y V 2. We can see that all variables can be
either TRUE or FALSE. Now, let us see how this is derived using the proposed
algorithm. Let Order be initialized as z,vy, z, ~x,—y, -z. First the procedure
TEST-VARS invokes TEST-SAT on the literal x. Since both KnownValues and
DisabledValues are empty, the function invokes the SAT solver on ¢ Axz. Within
the solver, the variable x is given the value TRUE by unit propagation and the
solver invokes the function SELECT to obtain the literal on which to backtrack
next. Since the first literal in Order that has not been assigned a value yet
is y, it is returned. Now, unit propagation assigns the value TRUE to the
variable z. Hence, we have the model L = {x,y, z}. These literals are added to
KnownValues and the list Order is updated to —x,—y, -z, z,y, 2.

Next, the procedure TEST-VARS is invoked on the literal ~z. Since the literal
is neither in KnownValues or DisabledValues, the solver is invoked on ¢ N —x.
Within the solver, the variable x is given the value FALSE by unit propagation
and the function SELECT returns the literal —y. Now both x and y have the value
FALSE and therefore unit propagation does not do anything. Thus, the solver
invokes SELECT again, and, —z is returned. The solver returns the model L =
{—x, —y,—z}. These literals are added to Known Values, which now contains all
possible literals: {x,vy, z, ~x,—y,~z}. Therefore, any subsequent call to TEST-
SAT will immediately return TRUE (line 1) and the solver does not need to be

invoked.
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4.5 Producing Explanations

There are different types of explanations that a configurator can provide. The
most basic type is the set of user decisions that necessitated a certain variable to
be locked. This can be made more informative by also including the explanation
parts of the initial formula responsible for the lock. Using a SAT solver enables
even more than these two types: the explanation is a tree of resolutions (see
Section 2.1.3) with the leaves forming a subset of the user decisions and parts
of the initial formula. Note that the tree contains both the decisions and parts
of the initial formula that are responsible for a certain variable to be locked,
but also, logical dependencies between them. Hence, we treat explanations as
trees of resolutions. Note that the two, less informative, types of explanations
can easily be obtained from such tree.

As the main objective of this dissertation is to develop configurators for fea-
ture models, it is assumed that the initial formula is a conjunct of formulas
corresponding to the individual modeling primitives (see Section 2.4.3), which
have been further translated into sets of clauses. Therefore, once the tool iden-
tifies the clauses in the explanation, it can track them back to the primitives
and display those to the user; this translation is discussed in greater detail in
Chapter 7. In this chapter, explanations are constructed from user decisions
and clauses coming from the initial formula.

Recall that a tree of resolutions is a tree representing a repeated application
of the resolution rule and that the root is a consequence of the leaves of that

tree (Section 2.1.3). Hence, explanations are defined as resolution trees.

Definition 6. Let ¢ be a CNF formula and D be a set of literals corresponding
to user decisions such that ¢po A \,cp d = 1 for some literal [. An explanation
for ¢o A Nycp d = 1 is a tree of resolutions with the root being | and each leaf

being a clause from ¢ or a literal from D.

2 An explanation is a resolution tree certifying that a certain variable
must be locked. The leaves of this tree are user decisions and parts of

the initial formula.

4.5.1 From Refutation to Explanation

An explanation for [ can be requested only if ¢ Al has been shown to be unsatis-
fiable, where ¢ is the current state formula (Section 4.1). If that is the case, the
configurator can send a request for a refutation of ¢ Al by sending the message
REFUTE to the SAT solver. The refutation is a resolution tree where each of
the leaves is a clause from the state formula ¢ or the unit clause I; the tree’s

root is the empty clause L.
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We show that a tree of resolutions with the root [, which is required by
Definition 6, can always be obtained from such refutation tree. This construction

hinges on resolution skipping, which is introduced by the following definition.

Definition 7 (Resolution Skipping). Let T be a resolution tree, then T" is
obtained from T by resolution skipping of [ by applying the two following rules.
(1) For any clause of the form IV k vV C which is first resolved with [ and then
with some clause k \V D, perform only the resolution with kv D (where C' and

D are some disjunctions of literals). This transformation is depicted below.

] IVEVC IVEVC
N,/
kvC kv D [ kv D
N 7
cvD IvCvVvD

(2) If the literal [ is resolved with | in T, make | the root of T’, i.e., the tree
! l
~ n -~ is transformed into I.

Claim 4. Let ¢ be a satisfiable CNF formula and [ a literal for which ¢ A1 is
unsatisfiable and let T be a resolution tree showing the unsatisfiability, then the
tree T obtained by resolution skipping of l is a tree of resolutions that has | as

the root.

Proof. Since ¢ Al is unsatisfiable, there is a resolution tree T using clauses from
¢ and the clause . Since ¢ alone is satisfiable, 7' must contain the literal /.
After any of the rules (1) and (2) of skipping is applied (Definition 7), the
tree T contains additionally the literal [ in the place where the rule was applied.
Since T” does not contain any resolutions over the literal I, the literal [ cannot
be removed by any of the further resolutions. Since there is a path from [ to L

in T, the tree T contains [ instead of L (recall that L is the empty clause). O

Figure 4.7 shows pseudo-code for realizing resolution skipping. The algo-
rithm applies the skipping recursively and the results of the recursive call are
resolved. If one of the children of the given node is I, the other child is returned,

which effectively means that the resolution over I is not performed.

Remark 4.14. Since there may be sharing in the tree, the imple-
mentation of the algorithm is memoized. When a subtree does not
contain the literal I, the skipping leaves the tree as it is and therefore

in such case the resolution at line 6 does not need to be replayed.

In some cases, the tree of resolutions obtained by resolution skipping is

already contained in the refutation tree as shown in Figure 4.8. This happens
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> ensures if tree contains a resolution over I,
then result.resolvent = result.resolvent V1
> ensures if tree does not contain a resolution over I,
then result = tree
SKIP(tree : Tree; | : Literal) : Tree

1 if tree is a leaf then return tree
2 child; < SKip(tree.left,l)
3 child, < SKip(tree.right, 1)
4 if child, . resolvent = | then return child,
5 if child; . resolvent = [ then return child,
6 return RESOLVE(child,, child))
Figure 4.7: Realizing resolution skipping
e —zVy -yVz' -z A refutation of pA—z, which shows that

|

: ¢ |= z. The dashed rectangle marks the
|

| part of the tree of resolutions obtained
|

[ by resolution skipping of z.

|

|

|

N}

Figure 4.8: A resolution tree used to explain a locked variable

whenever the resolution over [ is the last one in the resolution tree, i.e., it is the
resolution yielding the resolvent L. The following example shows that resolution

skipping may lead to more complex transformations.
Example 18. Let us consider the following state formula ¢

—pVrV-ogq
p

It holds that ¢ |= —q. The tree on the left below refutes ¢ A q and the tree on

the right is the corresponding explanation obtained by resolution skipping.

-pV-rV-oq ¢q  —pVrV-gqg pV-rV-oqg —pVrV-q
N Ve \ e \ /
pV-or —opVr
N s —pV g p
—p P N 7
L
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Remark 4.15. If T’ is obtained from T by resolution skipping, it
may be that T' contains clauses containing both the literal | and I,
which semantically corresponds to TRUE. For illustration look at
the trees below; the one on the left is before resolution skipping and

the one on the right after:

i IVyVez IVyVez
N, A
yvVeo zvi vV
N e
yVi IVyvi IVy

y

N
l vl l
¢ NI

L l

N
N

Logically, the inference is correct but there are some redundant steps.
The proof obtained from the solver derives [ from | in a complicated
fashion. The tree obtained by skipping infers | from TRUE and I,
hence that part of the subtree can be dropped—in this case we obtain
a single-node tree as | was part of the formula. In general we drop the
trees that derive TRUE as well all the resolution steps that become

invalid because of that.

2 An explanation in the form of a tree of resolutions can be obtained from

a refutation tree by resolution skipping.

4.5.2 Reconstructing Resolution Trees and The Catalyst

Optimization

If the catalyst optimization is used, the algorithm TEST-VARS conjoins to the
state formula previously inferred literals (see line 4 in Figure 4.5). Therefore,
the proof returned by the solver may rely on these literals—meaning that they
appear in the leaves. This poses a problem for producing explanations as these
literals might not be part of the state formula, which comprises the initial for-
mula and user decisions. Recall that we require the explanation to have in the
leaves only clauses from the state formula (see Definition 6).

Hence, we need to reconstruct the resolution tree so that the catalyst literals
are no longer in the leaves. This is illustrated by the following example.

def

Example 19. Let ¢ = (x=y) A (y= z) Ax where x is the only user decision.
The procedure TEST-VARS calls the solver with the query ¢ A —y, which is

unsatisfiable and therefore ¢ = y. In the next iteration the procedure calls
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the solver with ¢ Ay A —z to determine whether z can be FALSE, to which the
solver responds negatively. As the solver has the previously inferred literal y
at its disposal, the proof it returns relies only on vy, y=-z, and —z. Since y is
inferred and not given by the user, the configurator must add the explanation
for y. The resolution trees obtained from the refutations are depicted below in
the first row. The tree on the left shows that ¢ A —y is unsatisfiable and the
tree on the right shows that ¢ N\ y A -z is unsatisfiable.

~N ’e \ /
X -xr 4
~N - ~ e
L 1
€T r=1Y €T =Y
N N o
Y Y y==z
N -
-z
~ /
L

At this point the tree refuting ¢ Ay A—z does not satisfy the requirements on
the leaves stated earlier (see Definition 6) as the leaf y is neither a user decision
nor part of the initial formula. It is necessary to merge the two trees in order
to justify y in the explanation of z.

To construct the tree required in the example above, we perform the two
following steps. (1) We perform resolution skipping for ¢ A—y so that y becomes
the root (instead of 1). (2) We attach this transformed tree to the resolution
tree for ¢ Ay A—z in order to justify y. The tree obtained in step (1) is depicted
the second row above on the left and how it is attached in step (2) is on the

right.

> requires ¢ Aly A= Al A [ is unsatisfiable
> requires ¢ Al A--- Al; is unsatisfiable for ¢ € 1..k
RECONSTRUCT(l1, ..., : Literal; | : Literal) : Tree

1 T+« REFUTE(¢p AL A--- Al A1)

2 L+ {l;|ie€l.kandl; isaleafin T}

3 foreachl; € L

4 do T; + REcONSTRUCT(I1,...,l;—1;1;)
5 T! < Skip(T;,1;)

6 Replace the leaf I; in T with T

7 returnT

Figure 4.9: Justifying previous inferences in an explanation

To conclude, let us show how a refutation tree for ¢ Al is reconstructed in

general. The situation we consider is that ¢ Alj A-- - Al Al is unsatisfiable, where
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l1,...,l; are previously inferred catalyst literals in this order. The pseudo-code
in Figure 4.9 shows how to compute the resolution tree for / that has none of
the Iy, ..., I in the leaves. The function RECONSTRUCT first asks the solver for
a resolution tree, which might contain the undesired leaves (line 1). For each
such leaf it constructs a refutation with a recursive call (line 4) and performs
resolution skipping (line 5) so it contains the literal I; as the root by calling
the function SKIP (see Figure 4.7). The transformed tree is then used as a
justification of the leaf (line 6).

Remark 4.16. Since any literal I; can appear in the explanation of
li+1..l; multiple times, the implementation of RECONSTRUCT should

be memoized.

2 If the catalyst optimization is used, the catalyst literals in the leaves of

the resolution tree need to be replaced with their explanations.

4.5.3 Notes on Explanation Size and Complexity

The explanations are constructed using resolution trees obtained from a SAT
solver. One issue with such a tree is that it might not be minimal. That is,
minimal in its size or even in the sense that removing certain clauses or user-
decisions still yields an unsatisfiable formula. Naturally, for the user-friendliness
sake, it is desirable for the explanation to be small. There is a significant amount
of research on obtaining small proofs and the reader is referred to the chapter on
related work for further references (Section 10.1.2). Any of these techniques can
be applied to make the explanations smaller. The implementation pertaining to
this dissertation uses for proof minimization the QuickXplain algorithm [111],
which is built in the solver SAT4J, and the tool MUSER [140] (see Section 7.1
for more details).

Another related question is whether it is not possible to provide explanations
with a simpler mechanism than resolution trees. Unit propagation provides ways
how to implement a non-backtrackfree configurator. In such configurator the
explanation mechanism can be implemented in an elegant way [15] (see also
Section 10.1).

This might suggest that explanations could be provided by reusing this tech-
nique. However, since unit propagation in general does not infer all bound
literals, such approach would require adding to the formula some information
obtained from the SAT solver. Omne possibility is to add the bound literals
obtained by using a SAT solver. The issue with this approach is that an expla-
nation for a certain bound literal obtained from unit propagation will comprise
that literal and nothing else. Hence, we would be getting explanations that are

not useful.
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A more general issue relates to a result by Cook and Reckhow according
to which proofs are super-polynomial in size of the original formula unless
co-NP=#£NP [42]. Since unit propagation always performs a polynomial number
of steps, it means that for unit propagation to be able to infer any possible

bound literal, a super-polynomial information must be added.

2 From the theoretical perspective, proofs, and therefore explanations,
must be in general super-polynomially large. However, proof-

minimization techniques can be applied to mitigate this problem.

4.6 Summary

This chapter shows how to utilize a SAT solver to implement a complete and
backtrack-free configurator. The state of the configuration is maintained in
the state formula, which is a conjunct of the semantics of the instance being
configured and current user decisions. The algorithm hinges on propositions
established in Chapter 3; namely, that a literal is bound if and only if conjoining
the complementary literal with the state formula yields an unsatisfiable formula.
A simple algorithm is constructed from this proposition that invokes a SAT
solver on each considered literal (Section 4.2). This algorithm is made more
efficient by availing of the fact that a SAT solver returns a satisfying assignment
for satisfiable queries (Section 4.3).

Section 4.4 shows how to integrate in the algorithm an optimization that
by Kiichlin and Kaiser used in the context of non-interactive computation of
bound literals. This optimization modifies the order in which the underlying
SAT solver traverses the search space of variable assignments and it is aimed at
reducing the number of calls to the solver.

Section 4.5 how to provide explanations to the user why a certain variable
was locked in a certain value. Explanations are defined as trees of resolutions
that are rooted in the literal to be explained. The leafs of such tree comprise the
clauses from the state formula responsible for the lock and the internal nodes
are chains of reasoning for the locked literal from these leaves. It is shown
that such tree can always be obtained from a resolution tree returned by the
underlying solver (Figure 4.7). Since not all SAT solvers provide resolution trees,
an alternate solution for obtaining them is described in the chapter concerned
with implementation (Section 7.1).

In summary, this chapter makes the two following contributions: algorithms
that enable us to construct a backtrack-free and complete configurator using a
SAT solver and algorithms that enable us to construct explanations for why a

certain decision is disabled from resolution trees.

57



Chapter 5

Bi-Implied Set

Optimization

This chapter describes a syntactic-based optimization aimed at reducing the
number of satisfiability tests in the procedure TEST-VARs (Figure 4.3). This
optimization is a variation of another optimization known in the feature model-
ing community as atomic sets [207, 180]. Atomic sets are equivalence classes of
features formed by the rule that a mandatory subfeature is in the same atomic
set as its parent. The features in an atomic set always all appear in a permissible
configuration or not at all, since a mandatory feature must be selected whenever
its parent is. Thus, it is sufficient to consider only one of the features from each
atomic set when analyzing the model, effectively collapsing the atomic sets. Ac-
cording to experimental research of Segura, collapsing atomic sets significantly
reduces computation time of analyses [180].

We observe that the FODA semantics (Section 2.4.3) prescribes that v, < vy
if ¢ is a mandatory child of f where v., vy are the corresponding variables.
Hence, the variables corresponding to the features in an atomic set all have
the same value in any satisfying assignment of the formula representing the
semantics of the feature model. This motivates us to generalize atomic sets into
the context of CNF by focusing on equivalent literals, which are established by
the following definition.

Definition 8 (Equivalent literals). Given a formula ¢, we say that the lit-
erals | and l' are equivalent in ¢ if and only if under every satisfying assignment
of ¢ the literals | and ' evaluate to the same value (both are either TRUE or

both FALSE). In mathematical vernacular ¢ =1<1'.
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Remark 5.17. If a formula is unsatisfiable, i.e., has no satisfying
assignments, all pairs of literals are equivalent. However, as we are
interested in configuring satisfiable formulas, this is not practically

important.

Recall that the configurator described in the previous chapter determines
which literals are bound in the current state formula by using satisfiability tests
(see TEST-VARS in Figure 4.3). The optimization developed in this section
collapses equivalent literals in order to decrease the number of these satisfiability

tests. The following observation shows that this is possible.

Observation 5. Let ¢ be a formula and [,I’ be literals equivalent in ¢, and
let ¢’ be ¢ with the literal I” substituted by l. Then the formulas ¢ and ¢’ are

equisatisfiable.

Proof. If there is satisfying assignment for ¢, then this assignment is also satis-
fying for ¢’ because I and I’ evaluate to the same value under this assignment.

If there is a satisfying assignment for ¢’, this can be extended into a satisfying
assignment of ¢ by assigning such value to the variable in I’ that [ and I’ evaluate

to the same value. O

The observation above tells us that to compute the satisfiability of ¢ A [;
for some set of equivalent literals l1,...,[,, it is sufficient to consider only one
of the literals since all the other literals yield the same result. Clearly, it is
beneficial to identify sets of equivalent literals that are as large as possible. In
general, however, identifying equivalent literals is expensive complexity-wise as

shown by the following claim.

Claim 5. Determining whether two literals are equivalent in a given formula
is co-NP hard.

Proof. Let ¢ be a formula. We show that the test for whether ¢ is a tautology
can be converted to a literal equivalence test. Let x and y be variables not
appearing in ¢ and let ¢’ = (¢ x) Ay. If ¢ is a tautology, then any variable
assignment of the variables in ¢ can be extended to a satisfying assignment of
¢' where both x and y are TRUE, and, these are the only satisfying assignments
of ¢'. Note that if x and y appeared in ¢, it would not be guaranteed that
any satisfying assignment of ¢ can be extended to ¢’, e.g., for = -~z V x or
¢o=-yVy.

Conversely, if z is TRUE in every model of ¢’ then ¢ must be a tautology.
Consequently, ¢ is a tautology iff x is TRUE in all models of ¢’. And, since y is
TRUE in all models of ¢, the literals x and y are equivalent iff ¢ is a tautology.
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In summary, deciding the equivalence of z and y solves a co-NP-complete
problem and the reduction took polynomial time and thus the problem of literal

equivalence is co-NP hard. O

Discouraged by the above claim, we look only for some pairs of equivalent
literals—for which it is easier to tell that they are equivalent. For inspiration we
look again at atomic sets. The semantics for mandatory subfeature yields the
bi-implication vy < v., which is equivalent to (vy = v.) A (ve=vy). Another
way of seeing this last formula is that these are two literals implying each other.

Hence, instead of just exploiting the mandatory relation, we consider literals
and implications between them. If literals imply each other, then they are
equivalent. Moreover, literals in a cycle of implications are equivalent due to
transitivity of implication.

To obtain implications from a CNF formula, we observe that every two-literal

clause corresponds to two implications.

Observation 6. Any clause comprising two literals corresponds to two impli-

cations, which are contrapositives of each other.

Example 20. The formula (z Vy) A -z contains two clauses. The clause x V y

corresponds to the implications —x =y and —y = .

The set of implications obtained from two-literal clauses give rise to a graph

on the literals. This graph is defined as follows.

Definition 9 (Implication graph). The implication graph [7] of a CNF for-
mula 1 is obtained by introducing the vertices x and —x for each variable x
appearing in ¢ and adding the edges <l}, l2> and <Z2, l> for all clauses of the
form 1y Vs in .

Remark 5.18. Recall that | denotes the complementary
(“negated”) literal of | (see Section 2.1.3). The implication graph

construction ignores clauses with less or more than two literals.

In the following discussion we utilize the graph theory concept strongly con-
nected components. Recall that a strongly connected component (SCC) in a
directed graph is a maximal subgraph in which there is a path between each

two nodes of that subgraph.

Definition 10 (Bi-Implied Sets). In the context of a formula ¢, bi-implied
literals are literals that appear in the same SCC of the implication graph of ¢.
We call the SCCs of an implication graph bi-implied sets (BISs)

The following examples illustrate the defined terms. Note that the examples

in this section treat CNF formulas as a set of implicitly conjoined clauses in
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order to avoid cluttering the text.

Example 21. The following set of clauses determines an implication graph

comprising two BISs depicted on the right.

AVEST) eVd e e
—aV -d —eVa /l\ /T\
eVb b a—> —ad b—> a<+—d

Example 22. Consider the formula ¢ A x AN z=(y=2) N x=(y= z) corre-
sponding to the set of clauses {q,z,~x V =y V z,-x V -z V y}. The literals q
and x are equivalent. In fact, they are both bound in the formula—they are
always TRUE due to the unit clauses q and x. The literals y and z are equiva-
lent because they imply each other under the condition that x is TRUE, which

is always fulfilled. However, none of the equivalent literals are in the same BIS.
The following observation summarizes the message of the examples above.

Observation 7. The literals in the same BIS of the formula ¢ are equivalent

in ¢. However, there may be literals that are equivalent and are not in the same
BIS.

Example 23. Consider the fragment of a feature diagram depicted below
(adorned with the connectives corresponding to the semantics). There are two
atomic sets: {x,y} and {w}. However, we can detect that x, y, and w are
equivalent by looking at the implication graph (they are all in the same BIS).

requires (=)

Observation 8. The literals corresponding to variables in an atomic set always

belong to the same BIS. However, there may be other literals in such BIS.

Note that the two BISs in Example 21 are dual to one another: edges are
reversed and literals complemented. That is not a coincidence, the reason for
that is that each two-literal clause corresponds to two dual implications (con-

trapositives).

Observation 9. For any satisfiable formula and for each variable v there is a
BIS containing the literal v and a dual BIS containing the literal —v, where a
dual BIS is obtained by reversing all the edges and replacing the literals with

their complements.
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Remark 5.19. If for a formula ¢ the literals v and —v are in the
same BIS, ¢ must be unsatisfiable since v and —v have the same
value in all models of ¢, which is possible only if ¢ has no models.
See also Remark 5.17.

Observation 10. Computing BISs can be done in linear time of the size of the
formula since collecting the implications is a simple traversal of the formula and

computing the SCCs of the implication graph can be done in linear time [190].

2 Identifying Bi-Implied Sets (BIS) is a computationally cheap way of

identifying some, but not all, equivalent literals.

5.1 Performing BIS-Optimization

The BIS-optimization picks one literal from each BIS to represent the rest. This
literal is called the representative and in the rest of this section [ — r denotes
that the literal [ is represented by the literal r. Since the literals in any BIS
are equivalent, replacing a literal with its representative yields an equisatisfiable

formula.

Example 24. Let ¢ = {z=y,y=z2=2,2VyV z}. Let x represent the
literals x, y, and z (which are in the same BIS of ¢). In the context of ¢,

instead of x V y V z, the BIS optimization performs computations on .

As the goal is to minimize the number or variables, the optimization chooses

the representatives in such a way that:
1. All literals in the same BIS have the same representative.
2. Complementary literals are used to represent dual BISs.

Hence, for Example 21, the literal a will represent the BIS on the left if and
only if the literal —a represents the BIS on the right.

Remark 5.20. Collapsing literals sometimes causes clauses to col-

lapse as well. For instance, substituting y for x and —y for —x in the
CNF formula {z V y,—x V y,y} yields the CNF formula {y}.

The following example in following illustrates how the BIS-optimization is

used in a configurator.

Example 25. Consider the CNF formula ¢ <= {f1 = fa, fo= f1,~f1V—fs, f3}.
As f1 and fy imply one another, they fall into the same BIS. We choose f1 to
represent fo, i.e., fo — f1, and perform the pertaining substitution, which yields
the formula {f1 = f1, f1 = f1,~f1 V —f3, f3}. The first two implications do not
affect the set of bound literals since both of the clauses are trivially TRUE.
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Hence, these implications are automatically discarded yielding the optimized
formula: ¢ = {~f1 V —fs, f3}.

Now we want to determine the satisfiability of ¢ A fo. From the mapping
fo — f1 we know that we need to ask the solver for the satisfiability of ¢' A f1.
The SAT solver replies that ¢’ A fi is unsatisfiable (—f; is bound in ¢'). Hence,
@ A fo is unsatisfiable as well due to Observation 5 (—fs is bound in ¢).

What if we want to know why — f5 is bound? Again, relying on the mapping,
we ask why —f is bound ¢’. This can be explained using the clauses {—f; V
—f3, f3}. To relate the explanation to — fo, we also add the implication fy = f;.

When initialized with the initial formula, the BIS-optimization computes the
BISs and records the choice of representatives. Then, whenever the satisfiability
of 9 needs to be determined, the satisfiability of v’ is computed instead, where
¥’ is ¢ with all literals substituted with their representatives (see also Obser-
vation 5). This is captured by the function TEST-SAT-BIS (Figure 5.1) which
replaces the function TEST-SAT in TEST-VARS (Figure 4.3). The function first
performs the substitution of literals and then uses the original function TEST-
SAT. Recall that TEST-SAT never invokes the SAT solver more than once for
the given literal (Observation 2) and that the solver is not called more than
n + 1 times, where n is the number of variables (Claim 3). Hence, the BIS-
optimization does not call the solver more than n + 1 where n is the number of

variables in the optimized formula.

TEST-SAT-BIS(¢: Formula, I: Literal) : Boolean

1)’ < substitute each literal with its representative in 1
r < representative of [
return TEST-SAT (¢ A1)

Figure 5.1: Satisfiability testing with BIS-optimization
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Remark 5.21. It is possible to integrate the BIS-optimization into
a SAT solver (see Section 10.2 for further references). However, if
that is the case, the effect is not the same as applying the optimiza-
tion upon initialization of the configurator. In the way we use the
optimization, not only the size of the formula is reduced, but also,
the solver is invoked fewer times—once we know whether a literal is
bound or not, we know that the same holds for all the literals in the
same BIS. Hence, if the solver implements the BIS-optimization in-
ternally, it is not as helpful. Firstly, in such case our algorithm calls
the solver the same number of times as if the optimization is not im-
plemented. Secondly, the solver needs to perform the optimization

each time it is invoked, while in our case it is performed just once.

As computing explanations in the BIS-optimization is more subtle, this is

discussed separately in the following section.

2 The BIS-optimization collapses literals occurring in the same Strongly

Connected Component of the implication graph.

5.2 Computing Explanations

To explain why a certain variable is bound, the configurator uses a resolution
tree (see Section 4.5). If the BIS optimization is used, the solver operates on the
optimized formula and knows nothing about the original, non-optimized version.
In particular, any resolution tree obtained from the solver is on the optimized
version. Therefore, in order to provide explanations on the non-optimized for-
mula, we need to reconstruct the resolution tree for the non-optimized formula
from the resolution tree for the optimized version.
_ optimize
PN ————— @ AT
refute T T refute

/
T
reconstruct

Figure 5.2: Depiction of reconstruction of a proof in the context of the BIS-
optimization where T and T are resolution trees refuting the respective formula

Let us look more closely at what happens (see Figure 5.2). Let ¢ be the non-
optimized formula and ! be a literal such that ¢ Al is unsatisfiable (equivalently
¢ = 1). If ¢’ is the optimized version of ¢ and r is the representative of I, then
¢’ AT is unsatisfiable as well (Observation 5). Therefore we can ask the solver
to give us a resolution tree for ¢’ A 7 and use it to build a tree for ¢ A .

The basic idea for the tree reconstruction is that we keep the refutation of the
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A schematic depiction of the re-
construction of a tree from the
optimized formula. The resolu-
T tion tree T’ comes from reason-
ing on the optimized formula. The
smaller, filled trees come from the
L L BISs.

Figure 5.3: Proof reconstruction

optimized formula and enhance it with implications taken from the implication
graph as these relate the non-optimized to the optimized. What makes the
problem interesting is that it is not necessary to add all the implications as

illustrated by the following example.

Example 26. Let ¢ = {—z,2=y,y= z,2= 2} and let x represent the literals

y and z, then the optimized version ¢' is {—x}. Since ¢’ Az is unsatisfiable and

x Is the representative of z, then ¢ A z is unsatisfiable. The refutation of ¢’ A x
T -

is 17 . To obtain a refutation of ¢ A z, it is sufficient to resolve z with

the implication z = x, to derive that the representative x holds while the rest
of the steps remain the same. This yields the following tree.
z 2=
\ -~
x -z
~

-

1

In general, the tree reconstruction takes the tree refuting the optimized form
and prepends it with chains of implications for representatives appearing in the
optimized refutation (see Figure 5.3).

The following text explains the proof reconstruction in a top—down style.
The top-level function is BIS-PROOF which produces a resolution tree for a

given formula and literal.

> requires ¢ Al is unsatisfiable

BIS-PROOF(¢ : CNF'; I : Literal) : ResolutionTree

let ¢’ be the optimized version of ¢

let r be the representative of [

let T be resolution tree for ¢’ A r

T+ T

for each clause ¢ that is a leaf in T" call SWAPALL(c)

S O s W NN

return 7'

The parameters of the function BIS-PROOF are a CNF formula and a literal
such that the conjunction of the literal and the formula is unsatisfiable. The

function computes a resolution tree on the optimized version (line 3) and then it

65



calls the function SWAPALL to prepend the leaves of that tree with appropriate
implications (line 5).

The function SWAPALL used in BIS-PROOF calls the function SWAP multiple
times in order to derive a clause comprising the representatives of the literals in

the clause given to the function.

SWAPALL(c : Clause) : Clause
d«c
foreach [ in ¢
do ¢ < Swap(c,1)

return ¢

The function SWAP called on each literal of a clause in SWAPALL constructs
a tree of resolutions that replaces a literal in the given clause with its represen-
tative. The pseudo-code assumes there is a function RESOLVE that performs a
resolution step on two given clauses and records it in the resolution tree T that
is being built by BIS-PROOF (see above).

> requires [ occurs in ¢
> returns {r}Uc \ {l}, where | — r
SWAP(c : Clause; I : Literal) : Clause

1 let r be a representative of [
let P be a sequence of implications forming
some path from [ to r in the implication graph
3 d«c
4 k+1
5 ©> invariant: ¢ = {k}Uc~ {l}
6 > invariant: the implications of P form a path from & to r
7
8

[\

while P # (Z)_
do let k; V k;+1 be the first element of P

9 ¢+ RESOLVE(c, k; V kit1)
10 let k + Ky
11 remove (k; V k;y1) from P

12 return ¢

Since the functions above hinge on the function SWAP we conclude with a

proposition proving correctness of SWAP.

Proposition 4 (Literal Swap). The function SWAP returns {l}Uc \ {r} as
expected.

Proof. The invariants are established before the loop is entered because ¢’ is

equal to ¢, the literal k is equal to [, and P forms a path from [ to the literal r.
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If P=k Vv ki+1,l_ci+1 V kiya,... then the literal k; must be in the clause
¢ according to the invariant. Resolving ¢ with k; V ki1 yields the clause
{kit1} U ~ {k;}. The resolution preserves the invariant because now P forms
a path from k;,1 to r and the literal k;, 1 replaced k; in ¢'.

Since the invariant on the loop of SWAP is correct and the loop terminates
when P is empty, the clause ¢’ must contain the literal r, which is the only
literal by which it differs. O

2 To get the explanations for the original, non-optimized formula, some
implications from the implication graph are added to the explanation of

the optimized formula.

Computing Explanations with a SAT Solver

An alternative way of computing the explanation is to use the SAT solver again
on the unoptimized formula. This approach is less efficient and less predictable
but easier to implement than the one described above.

If the optimized formula ¢’ A r is unsatisfiable, then the original formula
¢ N1, where | — r, is also unsatisfiable (Observation 5). Therefore calling the
solver on ¢ Al will also yield a proof.

This approach is useful only when the explanations are needed significantly
less often than the other SAT queries otherwise that would defeat the purpose
of the optimization.

5.2.1 Choice of The Representative and Explanation Sizes

The BIS-optimization as described up to now, does not specify two important
things: (1) How to choose a representative of a BIS. (2) How to choose a path
from the literal to its representative in the proof reconstruction (Swap). This
section shows that both (1) and (2) affect the size of the explanations (resolution
trees), and suggests a strategy for them. The following example shows how
explanations vary depending on the choice of representative.

def

Example 27. Let ¢ = {~wV -z V-yV z,utUH{z=y,y=2,y=2,2=y},
which tells us that at least one of w, x, y, or z must be FALSE. But also
that w is always TRUE and that x, y, and z are equivalent. Therefore ¢ A1 is
unsatisfiable for | being any of the x, y, and z. Let us see what happens when
BIS-optimizations is applied. The BISs in the formula are the following.

P

w —w T Y5z T Ty Sz

Let us assume that we want to show that z must be FALSE, i.e., we need

a resolution tree using z and ¢. We investigate two scenarios: one when the
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representative for the literals {x,y, z} is the literal y and the other when the
representative is the literal x.

Ify is chosen as the representative, ¢ is optimized into ¢, = {w, —~w V —y}.
The following is the resolution tree for ¢ N\ z where the dashed region marks
the resolution tree of qb; Ay and the dotted regions are the added trees that
reconstruct the tree for ¢ A z, i.e., the dotted sub-trees are obtained by invoking

SWAPALL on the clause in the root of the sub-tree.

Y=z —wV-oxV-oyV oz

N/

'"'y:m ﬁwvﬁxvﬁy

w oz Z:>y e —‘w\/ﬁy ,.‘ L

-

\/ \/

-

\//T,

\/

In contrast, if x is chosen as the representative, ¢ is optimized into
¢, = {w,~wV —x}. The following is also a resolution tree for ¢ A z but re-

constructed from a tree for ¢, N .

~

Z=Y S a=z WV xV oz
Y= iEv ) —w V-

\ /

\/

Note that the second tree requires one more resolution step to derive the
representative compared to the first tree (the first tree has 11 nodes and the
second 13). The reason is that to reach the representative x from z in the BIS
© & y & = requires two steps, whereas the representative y can be reached
from z in one step. The following table summarizes how the different choices
of representatives affect the size of the resolution tree. The rows correspond to
different choices of representatives; the columns correspond to different satisfi-

ability tests.
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repr./test‘ r y z | avg

T 9 11 13| 11
Y 1 9 11103
z 13 11 9| 11

We can see that the representative y yields the lowest average over the queries
xz, y, and z. This result suggests that it is good to choose representatives that
are in the “middle” of the BIS.

Apart from the choice of the representative, the size of the explanation is
affected by the paths that are chosen in SWAP in order to get from a literal to

its representative. This is illustrated by the following example.

Example 28. Consider the two BIS depicted on the left below where r was
chosen to be the representative (typeset in bold).

t=u U=z s=w w=z

N N TR

The paths uw — x — r and uw — z — r are both shortest paths from u to r.
If any of the two paths is chosen in the reconstruction, it takes two resolution
steps to get from u to r. The same holds for the paths from w to r. However,
if both u and w appear in the resolution tree, it is better to choose the paths
going via z because the formula z=-r, corresponding to the edge z — r, is
reused for both uw and w therefore the overall size of the explanation is smaller.
The resolutions depicted on the right illustrate how the implication z=-r can
be reused within a tree using both w and u.

The BIS below illustrates that choosing a shortest path does not necessarily

mean shorter explanations.

lo*>11*>12—>r

If all the literals ly, l1,lo appear in the resolution tree, it is better to choose
the path lg — l; — ls — r to explain why r must hold if |y holds because the
implications [y = ls and ls = r have to be added to the explanation anyhow. If,
however, the literals Iy and ly do not need to be in the tree, then it is beneficial

to choose the shorter path lg — k — r.
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From the examples above we know that both the choice of the represen-
tatives and the choice of paths from literals to their representatives affect the
size of explanations. The goal of this subsection is to find such strategies for
these choices that they yield, or are expected to yield, small resolution trees
on average. First let us focus on the problem of finding the paths with the
representatives fixed. The following proposition makes the problem easier by

revealing that it is sufficient to focus on each BIS separately.

Proposition 5. Let | be a literal represented by r in the BIS S and let S’ be a
BIS different from S, then there is no path connecting I to r going through S’.

In other words, a path from al to r never leaves the BIS.

Proof. (by contradiction) Let I’ € S’ such that the path from [ to r goes
through {’. Then there are paths from [ to " and from I’ to r. Since r and [
are in the same strongly connected component, there is also a path from r to
l. Therefore there is a path from I’ to r and a path from r to I’ via [, which
is a contradiction because that means that I’ and r are in the same strongly

connected component. O

For the reconstruction of a resolution tree we need paths of implications
going from the literals in the non-optimized formula to their representatives
that appear in the optimized version. Therefore, the problem of minimizing the
resolution tree is to select such paths that use the fewest number of implications
in total. The above lemma tells us that paths going to different representatives
are disjunct. Therefore, if we can solve the problem for one BIS, then we can
solve it for the whole set of literals. The following problem restates the task in

graph-theoretical terms for one BIS.

Problem 1. Let G = (V, E) be a directed graph, let r € V and S C V. Find
a set B/ C E such that E' contains a path for eachn € S to r.

This problem is the directed Steiner Tree Problem [38, Definition 1] and
is known to be NP-hard [38]. Therefore, we use a simple heuristic based on

shortest paths.

Definition 11 (Shortest Path Heuristic). Given an instance of Problem 1,
the Shortest Paths Heuristic chooses E’ as the union of some shortest paths
from the literals in S to their representatives. This is in mathematical notation

the following.
E' = {P | P is some shortest path from [ tor, where l € S and | — 7} (5.1)

To implement the Shortest Paths Heuristic, we just need to refine SWAP so it

identifies a shortest path from the given literal to its representative and it does
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so that the same path is always used for the same literal (see line 2 in SWAP).

Remark 5.22. Since the representatives are chosen at the begin-
ning of the configuration process, the shortest paths for all the literals

can be computed once at the beginning and stored.

The Shortest Paths Heuristic motivates the heuristic we use to choose the
representatives. Since the size of the union of the shortest paths is bounded
by the sum of the sizes of the individual paths (Equation 5.1), we pick the
representative so that the expected distance to other nodes in the BIS is minimal.
(A distance between two nodes in a graph is the length of a shortest path.)

For a literal [ in the BIS S, let d; denote the sum of distances from all £ € S
to [. Note that since any literal is reachable from all the literals in the same
BIS, the average path length is %.

Recall that each BIS S has a dual BIS S’ with reversed edges and negated
literals. One of the decisions made earlier about representatives was that [
represents S iff [ represent S’. Therefore, to minimize the average distance to

the representative, we look for a literal whose complement performs well too.

Definition 12. The Shortest Average Path Heuristics (SAP Heuristics) is that
for each BIS S pick as the representative a literal [ € S with the minimal d; +dj.

Remark 5.23. In graph theory, a node minimizing the sum of

distances to all other nodes is called a median of the graph [150].

Observation 11. If the BIS S contains i implications, finding the numbers d;
can be done in O(]S| (S| +4)) time and O(|S|) space by repeated breadth first
traversals. As a side-effect, this produces shortest path trees that are used later
by the optimizer to quickly find the implications that need to be added to the

explanation.

2 Choosing the best representative in general is difficult but it is reasonable
to pick such representatives so the average distance to it from a random
node in the BIS is short.

5.3 Summary

The BIS-optimization is based on the fact that the literals in the same strongly
connected component of an implication graph are equivalent. This chapter
shows how to integrate the BIS-optimization in a configurator that is con-
structed as described in Chapter 4. The basic idea is to collapse literals in
the same strongly connected component of the implication graph, which is con-
structed upon initialization, and then query the solver for only one literal out of

the component; this literal is called the representative. The second half of this
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chapter investigates how to reconstruct resolution proofs that where obtained
from a solver operating on the optimized formula. We show that the choice
of representatives may influence the size of the reconstructed resolution tree.
Finally, we propose a heuristics for choosing a representative that is aimed at
reducing the size of the reconstructed trees.

In summary, the contributions of this chapter are showing how to use the
BIS-optimization in interactive configuration and showing how to reconstruct
proofs for a non-optimized formula from the pertaining optimized formula. It
should be noted that while the BIS-optimization is well known in the SAT
community, the proof reconstruction appears to be neglected by the existing

research (see Section 10.2).
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Chapter 6

Completing a Configuration

Process

The text in the previous chapter is concerned the user-support during the con-
figuration process. This chapter focuses on its completion. The motivational
question is: “Is it necessary for the user to give a value to each and every variable
to complete the configuration?”

The chapter starts by a general discussion on configuration completion and
considers several different categories of automated support for completion. A
concept of the shopping principle is introduced (Section 6.1).

The bulk of the chapter is formed by Section 6.2 which studies the implemen-
tation of the shopping principle in the context of propositional configuration. It
also shows links to concepts known from Artificial Intelligence (Section 6.2.4).

Section 6.4.2 generalizes the shopping principle in the context of general
constraints; this will however require a notion of preference. It is shown that
the shopping principle is indeed a special case of this general approach. Finally,

Section 6.5 summarizes the chapter.

6.1 Completion Scenarios and the Shopping
Principle

Recall that a configuration process is complete if all features are bound (Defi-
nition 3 and Observation 1). Let us investigate some scenarios of how this can
be achieved. We assume that the configuration is carried out with the aid of a
backtrack-free configurator (see Chapter 3) and therefore, any bound features
are automatically computed after each user decision.

Consider that the user is configuring the feature tree in Figure 6.1 using a
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Figure 6.1: Example feature model

backtrack-free configurator. The hatched area represents the features that are
already bound, and thus, the only features that are not bound are those that
explicitly appear in the figure. Let us assume that the configurator enables the
user to indicate that the features in the hatched area are actually those that are
interesting for the user and the rest should go away. Upon this indication, the
configurator automatically sets all the unbound features to FALSE (eliminates
them). Such behavior of the tool would be in accord with the way that people
shop at a fruit stall: customers tell a stall-keeper the items they want. They do
not specify the items they do not want nor do they need to go over every item
in specify for it whether they want it or not.

At a fruit stall this is always possible because there are no dependencies
between the items. As we know, in feature models there are dependencies and
this mechanism cannot be always applied. Consider, for example, that the user
selects the feature alt and then indicates that he or she is done. The feature
opt can still be eliminated but one of the alt1, alt2, or alt3, must be selected
because alt requires so. Therefore, if some automated method is to assign
values to the unbound features, it must choose between these three features. It
might not be desirable for the tool to make such choices as it means making a

choice for the user—it would be overly smart.

Remark 6.24. The issues discussed in the two paragraphs above
were already noted by Batory in [15, Section 4.2]. Therefore, this

chapter is actually a response to the problem hinted therein.

The informal discussion above enables us to classify the ways how the user

can complete the process.

M (Manual completion). The user continues makes decisions up to the
point when all considered variables are bound, i.e., each variable has been as-
signed a value by the user or by a decision inferred by the configurator. The
disadvantage of this approach is that the user needs to fill in every single detail

and that is cumbersome especially if there are some parts of the problem that
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are not of a high relevance to the user. The only assistance the tool provides
is the mechanism that infers new decisions or disables some decisions. We will

not discuss this case further.

A (Full blind automation). The users make decisions up to a point where
they believe they made the decisions important for them and invoke a function
that automatically computes some appropriate values for all the variables that
have not been bound yet. The disadvantage of this function is that it takes all

the control from the user, in other words, it is making choices for them.

AT (Smart automation). Asin A, the users make decisions up to a point
where they believe they decided what they needed and invoke a function that
is supposed to bind the rest. The function in this scenario, bounds only those
variables for which it would not mean making a choice for the user. If there are
some variables that cannot be bound like that, the tool highlights them and it
is the user who makes that choice.

In some sense, the scenario AT is a more careful version of scenario A. In
both scenarios, the tool helps the user to complete the configuration process.
However, scenario A binds all variables, whereas A1 binds based on the rule:
the variables that are not bound are eliminated unless that would mean making
a choice for the user. In the remainder of this text it is referred to this rule as
the shopping principle.

Hence, if A is applied to Figure 6.1 after alt has been selected, one of the
altl, alt2, and alt3 is selected. In contrast to that, if shopping principle is
applied in the same situation, the feature opt is eliminated, whereas the features

altl, alt2, and alt3 are left for the user to choose from.

Remark 6.25. Scenario A can be investigated more finely as the
binding function can be directed by some cost functions such as min-
imization of the number of selected features.

In summary, there are two types of functions that the user may invoke at
any step of the process in order to signal that the process should be completed:
(A) a function that binds all the remaining variables; (A™) a function that
binds only variables for which this would not mean making a choice for the

user; we call this function a shopping principle function.

2 The shopping principle function eliminates unbound variables but tries

not to be overly smart when doing so.
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6.2 Completing a Propositional Configuration

Process

Following the motivation above, this section focuses on the completion of a
configuration process in terms of propositional logic. The case A is straightfor-
ward, binding all the remaining unbound variables means finding a solution to
the state formula ¢; in step i. This is a classical satisfiability problem, which
can be solved by a call to a SAT solver or by a traversal of a BDD corresponding
to ¢;.

The scenario AT, however, is more intriguing. The shopping principle tells
us that what has not been bound should be eliminated, which means setting to
FALSE, in terms of propositional logic. However, it is not always possible to set
all unbound variables to FALSE. For instance, in u V v we cannot set both u
and v to FALSE—in this case the user must choose which one should be TRUE.
If we consider the formula = =(y V z), however, all the variables can be set to
FALSE at once and no further input from the user is necessary.

Hence, translating the shopping principle into the language of propositional
logic, the objective is to maximize the set of variables set to FALSE without
making any choices for the user, i.e., variables that can be eliminated safely.
Upon a request, the configurator will set the safely-eliminable variables to FALSE
and highlight the rest as they need attention from the user. Still, however, we
have not established what it formally means to “make a choice for the user”;

this is done in the following section.

6.2.1 Eliminating Safely

We begin by a couple of auxiliary definitions that establish what it means for
a variable or set of variables to be eliminable. The reference formula, denoted
as ¢, in the following definitions is assumed to be the state formula of the state
when the shopping principle function is invoked. We write V to do note the set

of considered variables.

Definition 13 (Eliminable Variable). For a formula ¢ and a variablev € V
we write E($, v) and say that v is eliminable in the formula ¢ iff there is a model

of ¢ in which the variable v has the value FALSE.

In plain English, a variable is eliminable if it can be set to FALSE. The

following definition generalizes this concept for a set of variables.

Definition 14 (Eliminable Set). For a formula ¢ and a set of variables X C'V
we write £(¢p, X) and say that X is eliminable in ¢, iff there is a model of ¢
where all the variables in X have the value FALSE.
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The following observations show a connection between satisfiability and elim-

inable variables.

Observation 12. A variable v is eliminable in ¢ iff SAT(¢ A —w).

Proof. Any model of ¢ assigning FALSE to v is also a model of ¢ A —v. Hence,
if v is eliminable in ¢, then ¢ A —wv is satisfiable. Conversely, any model M of
¢ A —w is also a model of ¢ and v has the value FALSE in M. Hence, if ¢ A —w
has at least one model (it is satisfiable), then ¢ has a model with v having the

value FALSE. O
Observation 13. A set X is eliminable in ¢ iff SAT (¢) A Noex ﬂv).

Proof. Analogous to the proof for previous observation. O

def

Example 29. Let ¢ = (uVv) A (z=y), then the set {x,y} is eliminable in ¢,

while the sets {u,v} and {u,v,z} are not.

In the example above we see that {u,v} is not eliminable but also that
{u,v,x} is not eliminable. Clearly, if a set is not eliminable, it cannot be
made eliminable by adding more variables; this property is summarized by the

following observation.

Observation 14. If a set X is not eliminable in ¢ then any superset of X is

not eliminable either.

The following definition utilizes the concept of eliminable sets to identify

variables between which the user must choose.

Definition 15 (choice set). The set of variables X C V is a choice set in ¢
iff the two following conditions hold.

1. X is not eliminable in ¢, i.e., =E(¢p, X).
2. All of the proper subsets of X are eliminable, i.e., (VY C X)(E(¢,Y)).

Note that the condition 1. in the above definition ensures that at least one
variable in a choice set must be TRUE while the condition 2. ensures that the set
is as “tight” as possible—removing any variable yields a set where all variables

can be set to FALSE at once.

Remark 6.26. The requirement for tightness of a choice set comes
from Observation 14: if it was only required that it is not possible
to eliminate the set X, any of its supersets would have the same

property and thus taking on unrelated variables.

2 Variables between which the user must choose form minimal sets of vari-

ables where at least one variable must be TRUE.

7



The concept of choice enables us to define those variables that can be elim-
inated without making a choice for the user; these variables are called dispens-
able.

Definition 16 (Dispensable variables). A variable v € V is dispensable in
a formula ¢ iff it does not belong to any choice set in ¢. We write Y4 to denote

the set of all dispensable variables in ¢.

Example 30. Let ¢ & (uVv)A(x=1y). All the variables u, v, x, and y are
eliminable. The set {u,v} is a choice set because it cannot be eliminated while
each of its subsets is eliminable.

The only sets that are not eliminable and contain x or y must also contain u
and v, i.e., they are {u,v,z}, {u,v,y}, and {u,v,z,y}. However, none of these
sets is a choice set because it does not fulfill the tightness requirement as {u,v}
is not eliminable.

Hence Y4 = {z,y}, ie., the variables x and y are dispensable while the

variables w and v are not (though they are eliminable).

Remark 6.27. Dispensability treats TRUE and FALSE asymmetri-
cally. In the formula x =y, it is not possible to eliminate y without
eliminating x, i.e., eliminating y forces x to FALSE. This, however,
does not collide with dispensability because both x and y can be
eliminated at the same time.

In contrast, eliminating u in u V v forces v to TRUE and therefore
the set {u,v} Is not eliminable and the variables u and v are not

dispensable.

Remark 6.28. In any formula of the form x1 V ---V x, the set
{z1,...,x,} is a choice set because it is not eliminable but any of its
proper subsets is because it is sufficient for only one of the x1, ..., x,
to be TRUE. Therefore, none of the variables x1, ..., x, are dispens-
able.
The following example illustrates how dispensable variables are applied in
the context of a configurator process.

def

Example 31. Let ¢y be defined as in the previous example: ¢g = (u V v) A
(x=-y). The user invokes the shopping principle function. Since x and y are
dispensable, both are eliminated (set to FALSE). The variables u and v are
highlighted as they need user’s attention. The user selects u, which results in
the formula ¢ = ¢ Au = u A (x=y). The variable v becomes dispensable and
can be eliminated automatically. The configuration process is complete as all

variables are bound: x, y, and v are bound to FALSE, u to TRUE.
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Figure 6.2: Examples of situations with selected and dispensable variables. Se-
lected variables are marked with v'; dispensable variables are marked with x;
other variables are marked with 7 .

Example 32. Figure 6.2 shows two incomplete configurations of a feature di-
agram. The examples are to show that the definition of dispensable variables is
in accord with the intuition behind feature diagrams. In Figure 6.2a, w is dis-
pensable because u is selected. Similarly, z is dispensable because y is selected.
More generally, if one variable from an or-group is selected, then all the other
variables in that group are dispensable.

Since z is dispensable, the variables o and p are dispensable. More generally,
if a variable is dispensable, then the subtree rooted in that variable becomes
dispensable, provided there are no constraints cross-cutting the tree hierarchy.

The situation is slightly different in Figure 6.2b where z is selected. Now
the semantics tells us that z A (z=-(o V p)) and therefore o and p cannot be
eliminated, while each one separately is eliminable. Hence, {o,p} forms a choice
set, and, o and p are not dispensable. More generally, whenever a variable is

selected, the or-groups belonging to it become choice sets.

6.2.2 Eliminating Dispensable Variables

The shopping principle function is supposed to eliminate all dispensable vari-
ables. The definition of dispensability, however, does not directly say that this
is actually possible. Here we show that the set of dispensable variables is indeed

eliminable. The proof of such will require the following lemma.

Lemma 1. Let ¢ be a formula and X be a finite set of variables not eliminable

in ¢, then there is a subset of X that is a choice set.

Proof. If all proper subsets of X are eliminable, then we are done because X is
a choice set as it is not eliminable while each of its subset is eliminable. If X
contains a proper subset X’ C X that is not eliminable then we repeat with X".

This process must eventually terminate because X is finite. O
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Now it is straightforward to show that dispensable variables can be elimi-

nated all at once.

Proposition 6. For a satisfiable ¢, the set of dispensable variables is eliminable
in ¢, ie., E(¢,Ty).

Proof. (by contradiction) Let us assume that Y is not eliminable then it must
contain a set X that must be decided due to Lemma 1. Since T consists only
of dispensable variables, which cannot be members of any choice set, the set
X must be empty. But if the empty set is a choice set, then it must not be
eliminable. This is a contradiction to the fact that ¢ is satisfiable because the

empty set is eliminable iff ¢ is satisfiable due to Observation 13. O

2 All the dispensable variables can be eliminated all at once.

6.2.3 Dispensable Variables and Minimal Models

Remark 6.29. This part of the dissertation relies mostly on the
concepts and notation introduced in Section 2.1.2. In particular that
M(¢) denotes the set of minimal models of ¢ and models of formulas
are treated as sets of variables with the value TRUE.
This section shows a relation of dispensable variables to minimal models
(Section 2.1.2). This relation is used later on to compute dispensable variables.

We start with a lemma relating minimal models and eliminable sets.

Lemma 2. If a set of variables is eliminable, then there is a minimal model
with all these variables assigned to FALSE. FEquivalently, using the notation
introduced so far: if £(¢, X) then there is a minimal model M of ¢ such that
MnX =0.

Proof. Let M be a model of ¢ such that it assigns FALSE to all z € X, i.e.,
M N X = (J; such model exists because £(¢, X) holds. If M is minimal, then we
are done. If M is not minimal, then there is a model M; of ¢ smaller than M,
ie., M1 C M. Because M; was obtained from M by removing some variables,
it still holds that M; N X = (). Therefore, the process can be repeated with M.
Since the initial model M is finite then we must eventually find a minimal model

by repeating the process. O

Claim 6. A variable v is dispensable iff it is FALSE in all minimal models. In

notation: ¢ FEmpin 0.

Proof. To show that if v is dispensable then it is FALSE in all minimal models
we prove the contrapositive: if there is a minimal model M assigning TRUE to
v, then v is not dispensable. Let Y be the set of variables that are FALSE in M
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and let X =Y U{v}. The set X is not eliminable because any model assigning

FALSE to all variables in X would be smaller than M but M is minimal. Since
X is not eliminable, from Lemma 1, there must be a set X’ C X that is a choice
set. Since the set X’ C Y U{v} and Y is eliminable and X’ is not, the set X’
must contain the variable v. Hence, v is not dispensable as it belongs to a choice
set.

To prove the inverse implication, we prove by contradiction that if v is FALSE
in all minimal models, then it must be dispensable. Let v be not dispensable
in ¢ and ¢ Emin —v. Because v is not dispensable there must be a set X such
that v € X, =€(¢, X), and (¢, Z) for any Z C X (see definitions 15, 16). Let
Y = X ~ {v}, since Y is a proper subset of X, then £(¢,Y). From Lemma 2,
there is a minimal model M that assigns FALSE to all variables in Y. Because
v is FALSE in all minimal models of ¢, it must be FALSE in M as well. This
contradicts the assumption that X is not eliminable because the model M shows
that the set X = (X ~ {v})U{v} is eliminable. O

Example 33. Let ¢9 = (u\Vv)A(z = vy). The minimal models of the formula ¢,
are {u}, {v}, hence ¢y FEmin ~ and ¢g Fmin —y. Then, if the user invokes the
shopping principle function, z and y are eliminated, i.e., ¢; = ¢gA—zA—y. And,
the user is asked to resolve the competition between u V v, selects u, resulting
in the formula ¢3 = ¢1 A u with the models {u} and {u,v} where only the
model {u} is minimal hence v is set to FALSE as dispensable. The configuration

process ends because u has the value TRUE and the rest are dispensable.

6.2.4 Dispensable Variables and Non-monotonic Reason-
ing

This section investigates the relation between dispensable variables and a sub-

domain of Artificial Intelligence known as non-monotonic reasoning. This rela-

tionship is not only of a theoretical significance but also of a practical one as it

opens other ways of computing dispensable variables (other than those that are

shown in this dissertation).

The first thing to be clarified is the term non-monotonic reasoning appearing
in the title of this section. Unlike in classic logic inference, in non-monotonic
reasoning an increase in knowledge does not necessarily mean an increase in
inferred facts. Non-monotonicity is observed on the set of dispensable variables
as well: adding more constraints neither implies that the set of dispensable
variables expands nor does it imply that it shrinks. The following example

illustrates this property.

Example 34. Consider ¢g = z=-(y V z). The only minimal model of ¢ is (),
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which assigns FALSE to all the three variables and therefore, all of them are
dispensable due to Claim 6. Using the Ein notation, we write ¢9 Emin —,
$0 Fmin 7Y, and ¢o Fmin 2.

Conjoining ¢o with z yields ¢ < (x=(y V 2)) ANx with the minimal models
{z,y} and {x, z}. Neither of the variables is dispensable now, which means that
the set of dispensable variables has shrunk when going from ¢ to ¢1. In terms of
the relation =i, it is no longer possible to infer what was possible before, i.e.,
&1 Frin Y, &1 Fmin 72, and ¢1 By —x. Moreover, in the case of variable x we
obtain a fact contradictory to the previous one, i.e., ¢1 FEmin .

Conjoining ¢, with the formula y yields ¢o = (z=(y V z)) Az Ay, which has
the only minimal model {x,y} and the variable z becomes dispensable. Hence,

the set of dispensable variables has expanded when going from ¢1 to ¢o.

The relation - =iy, - is closely tied to the concept of circumscription in-
troduced by McCarthy in the 60’s as a form of non-monotonic reasoning [143].
While McCarthy originally operated on first-order logic, there is also the concept
of propositional circumscription, which is closer to the topic of this dissertation
(see for example [36]).

A circumscription of a propositional formula ¢ is the set of all minimal mod-
els of ¢ and reasoning with circumscription means determining which state-
ments hold in all minimal models of a formula, i.e., determining the validity of
® Emin ¥. Hence, to determine whether a variable is dispensable is in fact a

special case of a circumscription reasoning due to Claim 6.

Remark 6.30. Observe that the set of all models does shrink when
the formula is constrained while the set of minimal models may
shrink or expand. Since the classic relation ¢ = 1 means that 1 is
TRUE on all models while ¢ =p,in 1 means that v is TRUE in all min-
imal models of ¢, the relation - |Emin ¥ behaves non-monotonically

and - = ¢ monotonically.

Another term related to circumscription is the Closed World Assump-
tion (CWA) coming from the field of logic programming and knowledge rep-
resentation. Roughly speaking, CWA is based on the idea that a fact should
not be inferred unless there is a justification for it.

The literature offers several definitions of CWA [36, 63]. The definition
most relevant to this dissertation is the one of the Generalized Closed World
Assumption (GCWA) introduced by Minker [152] (also see [36, Definition 1]).
The following two definitions introduce GCWA using the notation of this dis-

sertation.

Definition 17 (free of negation). A variable v is free of negation in the
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formula ¢ iff for any positive clause B for which ¢ ¥ B, it holds that ¢ ¥ vV B.
A clause is positive if it contains only positive literals, i.e., it is in the form

xyV---Vx, where z1,...,x, are variables.

Definition 18 (GCWA). The closure C(¢) of ¢ w.r.t. GCWA is defined as

def

C(¢) = ¢U{-w | v is free for negation in ¢}

The formula ¢ holds in the formula ¢ under GCWA iff C(¢) = 1.

The following lemma rephrases the condition for free of negation in terms of

eliminable sets.

Lemma 3. A variable v is free of negation in ¢ iff it satisfies the condition: if
E(¢p, Xp) then E(¢, Xp U{x}) for any set of variables X .

Proof. First observe that ¢ ¥ ¢ iff ¢ A =) is satisfiable. This lets us rewrite the

definition “v is free of negation” as follows. If ¢ A A —x is satisfiable, then

z€VE
dA-VAN rev,, @ is satisfiable. This can be further rewritten using the concept

of eliminable sets as: if £(¢, Xp) then E(¢p, Xp U{z}) (see Observation 13). O

The following claim relates dispensable variables to those that are free of

negation.

Claim 7. A variable v is dispensable in ¢ iff it is free of negation in ¢.

Proof. Using Lemma 3 we show that v is dispensable iff it holds that if £(¢, X)
then &(¢, X U{z}).

To show that if v is free of negation then it must be dispensable, we prove
the contrapositive, i.e., if v is not dispensable then it is not free of negation.
If the variable v is not dispensable, then it belongs to some choice set Y, in
particular it holds =&(¢,Y) and £(¢,Y ~\ {v}) and therefore v is not free of
negation because the condition is violated for the set X = Y ~ {v}.

Conversely, if v is not free of negation, then there is a set X for which £(¢, X)
but not £(¢, X U{v}). Since X U{v} is not eliminable, then there is a set X’
that is a subset of X U{v} and it is a choice set (Lemma 1). Because X itself
is eliminable in ¢, the set X’ must contain the variable v and therefore v is not

dispensable. O

The following claim relies on research on circumscription done by Eiter and
Gottlob in order to show the complexity classification of computation of dis-

pensable variables.

Claim 8. To determine whether a variable is dispensable in the formula ¢ is
L. This holds even if ¢ in CNF.
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Proof. From Claim 6, v is dispensable iff ¢ |min —v. See [63, Lemma 3.1] for

1L completeness of ¢ [=min —wv. H

6.3 Computing Dispensable Variables

Claim 6 gives us a way to compute dispensable variables from minimal models.
The claim tells us that a dispensable variable must be FALSE in all minimal
models. If we have the set of all minimal models at our disposal, we can go
through all of them and mark all the variables having the value TRUE in any of
them as non-dispensable. The function DISPENSABLE in Figure 6.3 realizes this

idea.

DISPENSABLE(¢ : Formula, V: Set of Variable) : Set of Variable

M <+ MINMODELS(¢)
R+V
foreach M € M

do R+ R~ M
return R

T W N~

Figure 6.3: Computing dispensable variables from minimal models

The procedure DISPENSABLE initially assumes that all variables are dispens-
able (line 2) and then it iterates over all minimal models. If a minimal model
contains a variable z, i.e., it assigns TRUE to z, then x is not dispensable (line 4).
Once the loop terminates, the set R contains only the dispensable variables.

What is missing at this point is an implementation of the function
MINMODELS that computes the set of all minimal models.

The algorithm used in this section to collect all minimal models is based on
the following loop: (1) Find some minimal model of the formula. (2) Disable
from the formula all models greater or equal to that minimal model. (3) If the
formula is still satisfiable then goto (1).

The step (2) shrinks the set of models of the formula in such way that the
model found in step (1) is the only minimal model taken out. Since every formula
has a finite number of minimal models eventually all of them are taken out, the
formula becomes unsatisfiable and the loop terminates. Figure 6.4 presents
pseudo-code for an implementation of the function MINMODELS realizing this
idea.

The heart of MINMODELS is the loop on lines 7-9. At the beginning of each
iteration it first records the minimal model found last (line 7), then it finds a

minimal model M (line 8) and strengthens the formula such that all models
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MINMODELS(¢pg : Formula) : Set of Model

R+ 0
¢ < ¢o
M < MINMODEL(¢)
> invariant: RUM/(¢) = M(¢o)
> invariant: RN M(¢) =0
while M # null
do R + RU{M}

M < MINMODEL(¢)

b= PN VUGM v
return R

O © 00O Uik WN

—_

Figure 6.4: Computing the set of minimal models

greater or equal to M are no longer models of ¢ (line 9).

The little circles at the bottom repre-
sent minimal models. The hatched area
represents the models removed from
the formula along with the minimal
model M.

Figure 6.5: Removal of models

The effect of line 9 is illustrated by Figure 6.5. The hatched area represents
the models removed by the strengthening. The models in this area must assign
TRUE to all the variables that have the value TRUE in M. Therefore the hatched
area corresponds to the formula A .,, v. Since this area is to be excluded, ¢ is
conjoined with the negation of this formula which is \/ _,, —v.

def

Example 35. Let ¢o = xV (y A z) (the subscript in ¢; represents the different
iterations of the loop in MINMODELS). Let {x} be the first minimal model
found, then ¢y = ¢o A - according to Iine 9. The formula ¢, can be rewritten
equivalently as y A z A —x, which has a single minimal model {y, z}. Finally,
executing line 9 yields (y A z A —x) A (=y A —z), which has no (minimal) models

and the algorithm terminates.

Line line 9 of MINMODELS requires a function MINMODEL that computes
some minimal model of ¢. To compute a minimal model we utilize a SAT solver,
which is described by Section 6.3.1. First, however, let us look more closely at
the properties of the procedure MINMODELS driving the process. The first
observation is concerned with the form of the formula guaranteeing that a SAT

solver can always be invoked.
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Observation 15. If the input formula ¢g is in CNF, then ¢ is in CNF at all

times.

Proof. The initial formula ¢ is in CNF, and ¢ is conjoined with \/, ,, —v which

is a clause. O

Observation 16. Line 9 removes from ¢ only models greater or equal to M.
Formally, let ¢ and ¢' denote the formulas before and after performing line 9,
respectively. Let M be the model found in line 8 and M’ be some model of ¢.
Then M’ is not a model of ¢' iff M C M'.

Proof. If M’ is a model of ¢ but is not a model of ¢, it must violate the newly-
added clause \/, ., =v. That means that all the v € M are TRUE in M’, which
is equivalent to M C M’. Conversely, if M C M’ then M’ is violating the

newly-added clause \/, ., ~v and therefore it is not a model of ¢'. O

Lemma 4. Line 9 removes one minimal model, which is M. Formally, let ¢ and
¢’ denote the formulas before and after performing line 9, respectively. Then,

M(¢') = M(¢) ~ {M}.

Proof. We start by proving (M(¢) ~ {M}) C M(¢') by showing that any min-
imal model N of ¢ that is not equal to M, is a minimal model of ¢’. Firstly, N
must not be a superset of M because it is a minimal model in ¢. From which
it follows that N is a model of ¢’ due to Observation 16. To show that N is
minimal model of ¢’ by contradiction we assume there is a model N’ of ¢’ such
that N/ C N. Since N is minimal in ¢, the set N/ must not be a model of ¢
but that contradicts Observation 16 as models of ¢’ are a subset of the models
of ¢ according to that observation.

Conversely we prove M(¢") C M(¢) ~ {M} by showing that any minimal
model of ¢’ is a minimal model of ¢. Let N € M(¢’), then N is a model of ¢
as ¢’ was obtained by strengthening ¢. For contradiction, let us assume that N
is not a minimal model of ¢. Then there is model N’ of ¢ such that N'CN and
N’ is not a model of ¢’. Since N’ is not a model of ¢’ but is a model of ¢, it
must be M C N’ due to Observation 16. Hence, we have M C N’ and N’ C N.
From transitivity of C we obtain M C N but that is a contradiction because
N is a model of ¢’, which does not have models that are supersets of M due to
Observation 16. O

Lemma 5. The loop invariants in MINMODELS on lines 4 and 5 hold.

Proof. The invariants RUM(¢) = M(¢pg) and RNM(¢p) = 0 are trivially es-
tablished upon the entry of the loop as R is empty and ¢ is equal to ¢g.
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Let ¢ and R denote the values at the beginning of an arbitrary iteration of
the loop and ¢’ and R’ at the end of the iteration. Due to Lemma 4, M(¢') =
M(p)~{M?}, which gives us the following equalities that prove the first invariant
(M(¢o) = R'UM(¢)).

M (o) _induction hypothesis
RUM(9) _equivalence
(RU{M})U(M(¢) ~ {M}) =Lemma 4and equivalence
R UM(¢)

The second invariant is clearly preserved by the loop since M(¢) and R are
disjoint and therefore M(¢’) and R’ are disjoint as well. O

Claim 9. When the algorithm MINMODELS terminates, it returns all minimal

models of the input formula ¢q.

Proof. Since the invariant M(¢) U R = M(¢o) holds and when the loop termi-
nates M(¢) is empty, R = M(¢g) O

Claim 10. The algorithm MINMODELS is terminating. In particular it iterates

as many times as many minimal models there are in the input formula ¢g.

Proof. From Lemma 4 we know that the loop decreases the number of minimal
models of ¢ by one. As the loops stops when ¢ has no minimal models, the loop

iterates as many times as many minimal models ¢y has. O

6.3.1 Computing a Minimal Model with a SAT Solver

As shown in the previous section, we can enumerate the set of all minimal models
if we have the means to compute one minimal model. This section shows that a
SAT solver that is based on the principles outlined in Section 2.3 can be easily
modified to find a minimal model. Intuitively, the modification is to enforce the
preference of FALSE over TRUE as specified by the following definition.

Note that the term decision in this section refers to the decisions that the
solver makes to traverse the search space not the decisions that the user makes

to reach the current state formula.

Definition 19. We say that a SAT solver is biased to FALSE iff the solver
always makes the decision —wv before the decision v for each variable v.

def

Example 36. Let ¢ = xVyV z be a formula given to a solver biased to FALSE.
The solver makes the decision —x followed by the decision —y. At this point unit

propagation assigns TRUE to z, resulting in the satisfying assignment —x, -y, z.
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Note that for any ordering of decisions a solver biased to FALSE assigns FALSE
to two of the variables and TRUE to the remaining one.

The example above illustrates that solvers biased to FALSE tend to find
solutions with as many FALSE values as possible, roughly speaking. In fact, we
will see that they always return minimal models. To show that, we first make
an observation that if a biased solver ever assigns TRUE to a variable, it must

do so unless some of the previous assignments are changed.

Lemma 6. Let ¢ be a satisfiable CNF formula to which a solution was found
by a SAT solver biased to FALSE. Let l1,...,l, be literals corresponding to the
assignments made by the solver (I is the first decision and l,, is the last), then

for any assignment for which l; = v; it holds ¢ = (I1 A -+~ ANlj—1) = ;.

Proof. There are two ways how the solver can assign a value to a variable: either
in unit propagation or by a decision.

If the assignment [; = v; was made by unit propagation then there exists a
clause k1 V- - -V k; V v; such that the literals k1, ..., k; evaluate to FALSE under
the assignment [y, ...,l;_1. Hence, v; must have the value TRUE.

If the solver made the decision I; = v;, then the formula must be unsatisfiable
under the assignment 1, ..., l;_1, ~v; due to Property 1! and due to the fact that

the solver must have tried the decision —w; before as it is biased to FALSE. [

Proposition 7. Let ¢ be a satisfiable CNF formula to which a solution was
found by a SAT solver biased to FALSE. Let M be a satisfying assignment
returned by the solver represented by the literals ly,...,l, sequenced in the
order as the assignments were made by the solver, then M assignment is a

minimal model of ¢.

Proof (by contradiction). Let M’ be an assignment assigning FALSE to some
variables to which M assigns the value TRUE thus showing that the model M is
not minimal. Let v be the variable from these variables assigned the first, i.e.,
M assigns TRUE to v, and M’ assigns FALSE and there is no such other variable
assigned earlier. Since M’ agrees with M on the assignments I1,...,l;_1, due

to Lemma 6 the assignment M’ cannot be a model of ¢. O

2 Using a SAT solver it is possible to enumerate all minimal models and

thus identify the dispensable variables.

1The property tells us that once the solver assigned values to some variables, and, this as-
signment is possible to complete into a satisfying assignment, such assignment will be returned
by the solver (see Section 2.3).
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6.4 Completing Configuration Processes for

General Constraints

The previous section investigates how to help a user with the completion of a
configuration of propositional constraints, motivated by the shopping principle.
This section investigates how to generalize the principle for non-propositional
constraints.

The shopping principle function attempts to eliminate as many variables as
possible. This can be alternatively seen as that the user prefers the unbound
variables to be FALSE (see also Remark 6.27). This perspective helps us to
generalize the approach to the case of non-propositional constraints under the
assumption that there is some notion of preference between the solutions.

First, let us establish the principles for preference that are assumed for this
section. (1) It is a partial order on the set in question. (2) It is static in the
sense that all users of the system agree on it, e.g., it is better to be healthy
and rich than sick and poor. (3) If two elements are incomparable according
to the ordering, the automated support shall not decide between them, instead

the user shall be prompted to resolve it.

6.4.1 Concepts for Non-propositional Configuration

The following definitions enable us to discuss the general case formally. We
start by a general definition of the instance to be configured, i.e., the initial
input to the configurator, corresponding to the set of possibilities that the user
can potentially reach. As in the propositional case, the user can make decision
about variables and the configuration is complete when all variables’ values are
determined. The difference is, however, that a variable can have a value from
a larger domain than just TRUE and FALSE. The following definition realizes
this intuition in mathematical terms (this definition is inspired by [101] and by

constraint satisfaction problem, see Section 2.1.4).

Definition 20 (Solution Domain). A Solution Domain is a triple (V, D, ¢)
where V is a set of variables V = {v1,...,v,}, D is a set of respective domains
D ={Di,...,D,}, and the constraint ¢ C D; X --- X D,, is an n-ary relation
on the domains.

A variable assignment is an n-tuple (cy,...,c,) from the Cartesian product
Dy x --- x D,,, where the constant ¢; determines the value of the variable v;
fori € 1...n. For a constraint v, a variable assignment « is a solution iff it

satisfies the constraint, i.e., a € 1.

Example 37. Let us have two hardware components with the respective con-

89



stant prices p1,ps and a configurable maximum price. This can be modeled as
the following solution domain.
Let V= {c1,¢2,p}, D = {{0,1},{0,1},N}, and the relation

(bd:Cf {<817 52, k> ‘ (pl ©S1 +P2 . 32) S k}

The solution domain expresses that the two components can be either in-
cluded or not and that the price of the included component(s) must be less than

the maximum price, which is a natural number.

It is easy to see that a propositional formula is expressible as a solution
domain by representing satisfying assignments of the formula by the solutions

of the solution domain.

Observation 17. Let ¢ be a propositional formula on a finite set of variables
V={vy,...,vn}. Let D; = {FALSE, TRUE} fori € 1...n. Let ¢ be relation on
Dy x --- x D, defined as follows.

v {(b1,...,bs) | the assignment assigning b; to v;

for i € 1..n is a satisfying assignment of ¢}

Then (V, {D;1...D,}, ¥) is a solution domain such that there is a bijection

between its solutions and the satisfying assignments of ¢.

A configuration process of a solution domain (V, D, ¢) is defined in a fashion
analogous to the propositional case. The user actions are making a decision or
retracting one. A decision is an arbitrary constraint on the solution domain
being configured. In particular, if a decision &; is of the form v; = ¢ for a
variable v; and a constant ¢ € D;, we say that the variable v; has been assigned
the value c¢ in step j.

The configuration process is represented as a sequence of sets of decisions
such that the first set is empty and subsequent ones are obtained by adding or
removing a decision. If I'; is the set of decisions in step i, the state constraint
is the set of solutions determined by the decisions, i.e., ¢ N ﬂgeri &. A variable
v is bound to the constant c in the state constraint ¢; iff all the solutions of ¢;
assign the value ¢ to v. A configuration process is complete iff all the variables
in V are bound.

Note that the propositional configuration process is a special case of the
general one. In particular, selecting a variable means adding the constraint
x = TRUE and eliminating a variable means adding x = FALSE.

A backtrack-free configurator in this process disallows assigning values that
do not appear in any of the solutions of the current state constraint. More specif-

ically, in step [ the configurator disallows all values ¢ € D; of the variable v; for
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which there is no solution of the state constraint ¢; of the form (c1,...,¢,... ¢,).
For convenience, if the variable v; is bound to some value ¢ (all values but ¢ are
disallowed for the domain D;), then the configurator automatically assigns ¢ to

the variable v;.

6.4.2 Configuration with Preference

Since this section requires the notion of preference, the definition of a solution

domain is extended to accommodate for such.

Definition 21 (Ordered Solution Domain). An Ordered Solution Do-
main (OSD) is a quadruple (V, D, ¢, <) where (V, D, ¢) is a solution domain
and < is a partial order on the Cartesian product Dy x --- x D,,. For a con-
straint ¢, a solution « is optimal iff there is no solution o’ of ¢ such that o’ # «

and o' < a.

Since an ordered solution domain is an extension of a solution domain, the
configuration concepts apply here as well. However, the extra information can
be exploited in order to help the user with completing the configuration process.
Let us assume that a user is configuring an ordered solution domain and we wish
to provide assistance with configuring variables that have lesser importance for
the user, similarly as we did with the shopping principle. Just as before, the
configuration proceeds as normal up to the point where the user configured
all those variables the user wanted to configure and then invokes a function
that tries to automatically configure the unbound variables using the given
preference.

The assumption we make here is that the variables that were not given a
value yet should be configured such that the result is optimal while preserving
the constraints given by the user so far. Since the preference relation is a partial
order, there may be multiple optimal solutions. As we do not want to make a
choice for the users, we let them focus only on optimal solutions.

If non-optimal solutions are ignored, the configurator can identify such values
that never appear in any optimal solution. Dually, the configurator identifies
values that appear in all optimal solutions, the following definitions establish

these concepts.

Definition 22 (Non-Optimal Values). For a constraint ¢ and a variable v;,
a value ¢ € D; is non-optimal iff the variable v; has the value ¢ only in non-
optimal solutions of ¢. Equivalently, the variable v; has a value different from

c in all optimal solutions of ¢.

Definition 23 (Settled Values and Variables). For a constraint ¢ and a

variable v;, a value ¢ € D; is settled iff v; has the value c in all optimal solutions
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of ¢. A variable v; is settled iff there is some settled value of v;.
Non-optimal and settled values are related by the following observation.

Observation 18. For a constraint ¢ and a variable v;, a value ¢ € D; is settled

in ¢ iff all values ¢’ € D; different from ¢ are non-optimal in ¢.

Example 38. Let z,y,z € {0,1}. Consider a constraint requiring that at least
one of x,y,z is set to 1 (is selected). And the preference relation will express
that we prefer lighter and cheaper solutions where x, y, and z contribute to
the total weight by 1, 2, 3 and to the total price by 10, 5, and 20, respectively.
Hence, the solutions satisty (x +y + z > 0), and (x1, y1, z21) < (T2, ya, 22) iff
(1021 +5y1 +2021 < 1022 +5y2+2020) A(lzg +2y1 +321 < log+2y2+323). Any
solution setting z to 1 is non-optimal as z is more expensive and heavier than
both = and y, and hence the configurator sets z to 0 (it is settled). Choosing
between x and y, however, needs to be left up to the user because x is lighter

than y but more expensive than y.

As noted in Observation 17, propositional configuration, can be seen as a
special case of a configuration of a solution domain with the variable domains
{TRUE, FALSE}. The following observation relates settled and dispensable vari-
ables (definition 23 and 16).

Observation 19. Let ¢ be a propositional formula and (v, V, D) be a
corresponding solution domain (see Observation 17), and let (by,...,b,) <
O, .. )= Nic1.n bi = b;. Then, a variable is dispensable in ¢ iff the value
FALSE is settled in the ordered solution domain (¢, V, D, <).

Proof. We note that when o < 3 then if « assigns TRUE to any variable, 3
must do so as well. Hence, the ordering - < - corresponds to the subset ordering
on the models of the formula ¢. From Claim 6, a variable is dispensable iff it
is FALSE in all minimal models. In terms of the ordered solution domain, the
variable has the value FALSE in all the optimal solutions, i.e., FALSE is settled
in ¢. O

6.5 Summary

This chapter shows how to extend a configurator with a function that helps the
user to complete the configuration process whenever invoked. In the case of
propositional configuration, this completion function is designed according to
the shopping principle (Section 6.2). The motivation comes from an analogy
with the shopping at a fruit stall: the customer is enumerating items he or she

wants. This process terminates when the customer decides he or she has all
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that was needed. Hence, the person who is shopping never needs to go through
all the items in the stall and say for each item whether he or she wants it or
not. In the case of dependencies between the items, this is not that easy and
only certain items can be skipped and be not bought. The term dispensable
variables (Definition 16) is introduced to formally identify the variables that
can be eliminated (skipped) when the shopping principle function is invoked.
The chapter shows how to calculate these variables using a SAT solver in Sec-
tion 6.3. However, other ways for the calculation are opened by relating to
propositional circumscription and Closed World Assumption in Section 6.2.4;
for more information see Section 10.3 in the chapter on related work.

This chapter further generalizes the shopping principle to the case of non-
propositional configuration relying on the notion of preference (Section 6.4.2).
This generalization shows that the shopping principle can be seen as a preference
for not-buying even though such presentation might appear counter-intuitive at
first.

In summary, the contributions of this chapter are the following

e discussion and classification of possible scenarios of completion of config-

uration,

e formal definitions of the concept “making a choice between a set of user

decisions”,

e an algorithm that enables us to compute variables that can be eliminated

without making a choice for the user, and

e a formal connection between the concept of choice and the concept of

preference.
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Chapter 7

Building a Configurator

While the previous chapters are concerned with the algorithms used in the con-
figurator, this chapter describes a design of the configurator from a software
engineering perspective. It should be noted up front that while the user inter-
face itself poses some interesting challenges, this chapter is only concerned with
the part responsible for the reasoning; this part is called the reasoning backend
(or just backend). For more details on the user interface see [30, 29]. A config-
urator using a backend implemented by the author of this dissertation is called

Lero S?T? and is available online [174].

Reasoning Backend

User Actions in CNF CNF Query

1

1

1

/—\\ /\ 1

Semantic Algorithmic :
Translation, Part |
\_/ \\_/ 1

1

1
1

Feedback in CNF CNF Proof

Figure 7.1: Data flow in the configurator

Figure 7.1 depicts the parts of the configurator and how they communicate.
The user interface is responsible for loading the model and sending user actions
to the reasoning backend. The algorithmic part represents the algorithm for
finding bound literals as described by the previous chapters. The part between
the user interface and the algorithmic part is called the semantic translation
since it converts the feature model and user actions into a CNF representation
according to the semantics of the modeling language. It is important to highlight
that this translation takes place in both directions: the user sends decisions, the
SAT solver sends proofs.

Even though Section 4.5 shows how to provide explanations in the form of

resolution trees, the implementation treats explanations as sets. The reasons
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for this are rather technical, the SAT solver used (SAT4J) supports proofs only
in the form of sets of CNF formulas and the user interface does not support
visualization of explanations as trees.

An important design decision in the implementation of the backend is its
modularization. The modularization is guided by two main criteria: separation
of concerns and extensibility. Separation of concerns led to the decision that
the semantic translation is done in multiple steps, each step dealing with a
conceptually different type of translation. Each of these steps is implemented as
a separate component and thus can be easily replaced. Extensibility means that
it should be easy to add optimizations such as the BIS-optimization described
in Chapter 5.

The architecture of the backend is described in the following section (Sec-
tion 7.2). Section 7.3 describes the implementation of the backend, which follows
the architecture described in the upcoming section. Section 7.4 discusses the

advantages and disadvantages of the presented design.

7.1 Implementing Explanations

The implementation uses two different engines to compute explanations. One
is built into the solver SAT4J, which is used as the underlying solver for the
inference in the configurator. The second uses an external tool MUSER [140].
SAT4J uses the algorithm QuickXplain [111] to produce unsatisfiable cores
of the given formula. Such core comprises leaves of some resolution tree that
we need in order to provide explanations (see Section 4.5). To obtain such
resolution tree, another SAT solver (called PidiSAT) is called on the core of
clauses obtained from SAT4J. PidiSAT was developed by the author of this
dissertation and has the ability to produce resolution trees for unsatisfiable
inputs (unlike SAT4J). The reason why PidiSAT is not used in the inference
algorithms is that it is far less efficient than SAT4J. However, the efficiency
is not critical for constructing resolution trees because the solver is invoked
on a significantly smaller set of clauses than the original problem. PidiSAT is
available for download at Kind Software website [102]. The following example

shows a typical scenario of how the tools are used.

Example 39. Let the state formula be ¢ = (x V u) A (z=1y) A z. In this
case ¢ = vy, therefore ¢ N\ —y is unsatisfiable. Invoking QuickXplain on ¢ A —y
yields (z=>y) Az Ay as the clause x V u is not necessary to show unsatisfiability.
Subsequently, invoking PidiSAT on ¢ A =z yields (z=y) A z A —y the following

resolution tree.
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Performing resolution skipping (see Figure 4.7) yields the following explana-

tion.

2=y z
N S
Y
In practice, the unsatisfiable core (the set of clauses necessary for showing

unsatisfiability) is significantly smaller than the total number of clauses.

An important property of QuickXplain is that the returned core is subset-
minimal. More precisely, if the algorithm returns the set of clauses C, then this
set is unsatisfiable and any of its proper subsets C’ C C is satisfiable. However,
the algorithm does not not guarantee that there is no other set D that is also
unsatisfiable but has fewer clauses than C.

The fact that QuickXplain guarantees subset-minimality is a welcome prop-
erty from the user point of view because the explanations do not contain super-
fluous information. However, for larger instances the algorithm suffers from long
response times. Hence, the tool MUSER [140] is used in such case. MUSER is
based on the technique of iterative calls to a SAT solver [206, 142]. The tool
produces an unsatisfiable subset of clauses as QuickXplain but does not guaran-
tee subset-minimality. As the measurements show, this tool performs well even
for large instances (Chapter 8). PidiSAT is used again to construct a resolution
tree from the output of MUSER.

Remark 7.31. Since MUSER is written in C, a minor technical
difficulty of integrating it with the Java implementation had to be
overcome. The implementation outputs the formula into a file and
subsequently invokes MUSER on that file. Since the formula may
be large, the part corresponding to the semantics of the configured
feature model is outputted only once per feature model. This com-
mon part is then concatenated with the formula representation of
the current user decisions whenever needed.
The implementation uses that tree data structure to represent the resolution
trees (see Figure 7.2). In order to account for the different types used throughout
the translation, the type of the tree’s data is parameterized using the Java

generics.
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public class ResolutionNode< Constraint,Variable> {
public final T clause;
public final V variable;
public final ResolutionNode<T,V> child_1,
public final ResolutionNode<T,V> child_2,

Figure 7.2: A data structure for resolution trees.
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Figure 7.3: Architecture of the configurator

7.2 Architecture

Motivated by the objectives outlined above, the architecture of the configurator
is a chain of components as depicted in Figure 7.3. The core algorithm (Chap-
ter 4), the SAT solver, and the user interface are fixed. The middle part pro-
viding the semantic translation and optimizations is realized by a series of com-
ponents called translators. The number of translators is not fixed which caters
for the two principles mentioned above: the semantic translation can be done in
a series of steps rather then in one step (separation of concerns), and different
optimizations can be inserted or taken out of the chain (extensibility).

To enable the programmer to easily combine translators into different trans-
lator chains, the individual translators conform to some uniform conventions.
These conventions apply to the form of the data being exchanged between the
translators and to the interfaces the translators implement. We begin by dis-

cussing the form of the data being exchanged between translators.

7.2.1 Data Format

Recall that the reasoning backend starts with a feature model and translates
it into a CNF representation (a set of clauses). When the reasoning backend
produces explanations, it translates a set of clauses into some parts of the feature
model and these are displayed to the user by the user interface.

The modeling language of feature models is quite heterogeneous: it is a tree
of features accompanied by propositional formulas. However, this language has

the nice property that the semantics of a future model is defined as a conjunct
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of the semantics of well defined parts of the model (Section 2.4.1). We call these
parts modeling primitives.

To achieve uniformity across formulas and feature models, we treat the mod-
els as flat structures—a set of modeling primitives. Table 7.1 lists the primitives
that are used in Lero S?T? to describe feature models along with logic formula

corresponding to the semantics.

modeling primitive logic formula
Root(r) Uy
OptionalChild(c, p) Ve = Uy
MandatoryChild(c, p) Ve € Up

Excludes(a, b) —(vg A vp)
Requires(a, b) Vg = Vp
AlternativeGroup(p, {f1,....fn}) (vp, Voo Vg, vp) AN ~(fi A f5)
OrGroup(p, {f1,..-, fn}) vg Ve Vg, Sy
Constraint(¢)

SelectedFeature( f) vy
EliminatedFeature( f) -y

Table 7.1: Modeling primitives and their semantics

The names of the constructs closely follow the terminology used in the FODA
notation (Section 2.4.2). The primitive Root(r) determines that the feature r is
the root feature. The primitive OptionalChild(c, p) specifies that the feature c is
an optional child of the feature p. Analogously, MandatoryChild(c, p) is used for
mandatory children. The first argument to AlternativeGroup(p, {fi,..., fn})
is a feature and the second is a set of features that form an alternative group of
the parent feature. The primitive OrGroup is used analogously. The primitive
Excludes(a, b) specifies that the features a and b are mutually exclusive and the
primitive Requires(a, b) specifies that the feature a requires the feature b. The
primitive Constraint(¢) is used for arbitrary propositional constraints.

The primitives SelectedFeature and EliminatedFeature stand out because
they are not part of the original FODA notation. The main purpose of these
primitives is to enable the user interface to specify user decisions by sending
these primitives to the backend. Making user decisions a part of the modeling
language has the following benefits. (1) It increases the homogeneity of the
communication: there is only one language of communication for specifying
both the initial feature model and for specifying user decisions. (2) It enables
storing intermediate stages of the configuration process as a set of primitives,
which is the same format as the format in which feature models are stored.

Decomposing the feature model into a set of primitives enables the reasoning
backend to focus on one primitive at a time. More importantly, the choice of

modeling primitives determines the granularity of explanations. Consider, for

98



instance, that the user interface sends the whole feature model as a sentence in
some language, then it is not clear how to communicate to the user interface
which parts of the model form the explanation. Whereas when the feature
model is “chopped up” into a set of primitives, the backend can communicate
explanations as subsets of primitives.

The more finely the modeling language is chopped up, the more fine will
be the explanations. For instance, the primitive AlternativeGroup could be
chopped up more finely by introducing separate primitive specifying a member-
ship of a feature in a group and a primitive attaching a group to the parent

feature.

Remark 7.32. If resolution trees were to be supported, the ex-
planation would not consist merely of subsets of primitives but of

graphs capturing the dependencies between the primitives.

The concept of modeling primitives enables us to see both a feature model
and a formula uniformly: a model is a set of primitives and a formula is a
conjunct of its smaller parts. In particular, a CNF formula is a conjunct of
clauses. In this chapter we use the term constraint to talk about both the
modeling primitives and formulas. Analogously, features and logic variables are
seen as instances of the same concept. We use the term variable to talk about
either of these.

Hence, the principle that we follow when constructing translators is that
each translator handles a certain type of constraints and variables. Intuitively,
the first translator in the chain (Figure 7.3) handles the most high-level type
of constraints while the last translator handles the most low-level type of con-

straints.

2 Any feature model and any formula is treated as a set of constraints.

Additionally, user decisions are special types of constraints.

7.2.2 Interface of Translators

interface [Translator <Variable, Constraint> {
void init (Set<Variable> vs, Set< Constraint> cs);
void addConstraint( Constraint c);
void removeConstraint( Constraint c);
Set< Constraint> computeConstraints( Variable v);
Set< Constraint> explain( Constraint c); }

Figure 7.4: The Java interface implemented by translators

This section concretizes the discussion by presenting the interface of the
translators, which are chained together in order to provide the semantic trans-

lation in the backend. The description of the algorithmic part (Chapter 4)
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already specifies the set of messages exchanged between the configurator and
the user interface. This section discusses the same set of messages but at a more
technical level and accommodates for the fact that the feature model must be
translated into a CNF representation. Even though the current implementation
operates on feature models with propositional semantics, the interface of the
translators is designed in such way that the same interface can be used for more
complicated semantics in the future.

All the translators implement the same generic interface in order to maximize
uniformity over the translators. Additionally, the algorithmic part implements
this interface as well. Hence, the last translator does not need to be treated
specially since it connects to the algorithmic part as if it was another translator.

The motivation for this uniformity is that it enables each translator to rely
on the interface of the following translator (or the algorithmic part), rather than
on its concrete implementation. Consequently, this facilitates the a translator
can be removed or inserted into the chain as long as it fulfills the interface.

Each translator is parametrized by the type of constraints and variables that
it handles, e.g., the first translator handles feature modeling primitives and fea-
tures. For better intuition, one may think of each translator as of a configurator
for the pertaining type of constraints. Figure 7.4 presents a Java representation
of the interface where Java generics are used to capture the parametrization.
Let us discuss the individual methods.

The method init initializes a translator with a set of variables and constraints;
all constraints must constrain only the variables given here. The method init is
invoked just once—when the feature model is loaded. This method corresponds

to the message INIT in Chapter 4.

Remark 7.33. The initialization phase fixes the set of considered
variables. Nevertheless, it might be useful to have means for manip-

ulating the set of variables on the fly.

The purpose of the methods addConstraint and removeConstraint is to add
and retract user decisions, respectively. The method removeConstraint must not
be invoked on a constraint given via the init method. These methods generalize
the messages ASSERT and RETRACT in Chapter 4. When the user selects or
eliminates a feature, the user interface sends the appropriate primitive as a
parameter of the method addConstraint of the first translator. However, the
signature of the methods enables a translator to support more general decisions
such as “feature x or y must be selected”.

The function computeConstraints(Variable v) infers constraints for the given
variable. This method generalizes the messages LOCK and UNLOCK in Chap-

ter 4. If this method returns the empty set, the variable is not constrained,
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i.e., the variable is unlocked. To signal that a variable is locked, the translator
returns a set containing the appropriate constraint. For instance, in the case
of feature models, to signal that a feature is locked is signaled by sending a set
containing either the primitive SelectFeature or EliminateFeature. In the case
of CNF, locking is achieved by sending the corresponding literal.

Clearly, this mechanism is more flexible than just the two messages LOCK
and UNLOCK. If one would want to express, for example, that a certain number
must be within a certain range, then it would suffice to extend the type of
constraints with such constraint.

Note that in Chapter 4, the configurator infers constraints for all the vari-
ables after each user action. In this respect, the function computeConstraints
corresponds to the body of the loop in TEST-VARs (Figure 4.3). Each of these
iterations determines whether the inspected variable is bound or not. The rea-
son why the interface provides the function computeConstraints separately is
that it enables the user interface to inspect only certain variables. This can be
used to improve the efficiency—if some portions of the model are not displayed,
it is not necessary to query them.

The function explain(Constraint ¢) provides an explanation for a given
constraint ¢. The constraint ¢ must have been previously returned by
computeConstraints. The method must guarantee that the returned explana-
tion contains only such constraints that were added via init or addConstraint
and not removed in the meantime. This method corresponds to the message
EXPLAIN in Chapter 4.

Because the translators are directly implemented in Java, it is hard to cap-
ture in the interface that the translator is expected to be connected to the
translator that follows in the translator-chain (Figure 7.3). The convention
used in the implementation is that the following translator is specified in the
constructor of each translator. Hence, each translator has a constructor of the
form Translator(ITranslator<CT,VT> followingTranslator).

A specific chain of translators is then constructed by nested constructor
calls where the algorithmic part is constructed first, i.e., the chain of translators
T1,..., TN followed by the algorithmic part A is constructed by the Java code:
new T1(new T2(... new TN(new A())...)).

Remark 7.34. The convention just outlined could be resolved more
elegantly if the configurator was implemented in the context of some
middleware that would enable modeling the conventions explicitly

by a software architecture description language [146].
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2 All translators implement an instantiation of the same generic interface.
This enables constructing different translator chains which are checked

by the Java type system.

7.3 Implementation

This section describes the implementation of the backend in Lero S?T2. It is not
the objective of this section to describe the actual Java code but to highlight
the main characteristics of the implementation. The description begins with the

different types of constraints used in the backend.

7.3.1 Constraint Types

Each translator implements the interface discussed above (see Figure 7.4) and
translates between two types of constraints: certain type of constraints are
sent to the translator through the methods of the interface and certain type of
constraints is obtained from the translator that follows in the chain.

Constraint types are represented as is common in object oriented program-
ming. Each constraint type corresponds to a Java class whose member fields
determine the pertaining variables. To represent a family of constraint types,
the classes inherit from a class representing that particular family. For instance,
the primitive SelectFeature is represented as a class with a member field speci-
fying the selected feature. Since SelectFeature belongs into the family of feature
model primitives, it inherits from a class representing the family of feature model
primitives (in the following text this class is denoted as FMP).

The implemented families of constraints are listed in Table 7.2. The table
contains a brief description of each of these families and a description of the
constraint and the variable type that are used to instantiate the ITranslator

interface (Figure 7.4).

Name Description Constraint Variable
Type Type
FMP feature models feature model feature
primitive
EPL extended propositional extended for- variable
logic mula
PL propositional logic formula variable
CNF conjunctive normal clause variable
form

Table 7.2: Constraint families

The family FMP contains the feature primitives presented above (see Ta-

ble 7.1). The family EPL contains standard logic connectives but additionally
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Figure 7.5: Concrete architecture of the configurator

contains the construct select(p, v1, ..., vN) specifying that exactly one of
the vi, ..., vN must be TRUE iff p is TRUE. This construct is used in the
translation of the semantics of alternative groups. The reason to have a special
construct for this is that translating it into standard logic connectives can be
done in multiple ways[11, 184, 62, 137]. The family PL is a standard proposi-
tional logic without the construct select. Finally, the family CNF is used to
capture a formula in the conjunctive normal form.

The task of the translators is to provide a gradual translation from the family

FMP to the family CNF. This is discussed in the following section.

7.3.2 Implementation of Translators

Figure 7.5 shows the translators that provide the semantic translation in
Lero S?T2. The translator FMP2EPL translates from feature primitives to propo-
sitional logic while using the construct select. The translator EPL2PL desugars
this construct leaving only the standard connectives. The translator PL2CNF
translates propositional logic into the conjunctive normal form; the current im-
plementation is using de Morgan’s laws and therefore does not add any new
variables (see Section 2.1.3).

These translators enable us to construct a chain from feature model prim-
itives to conjunctive normal form. Additionally, there is the translator BIS
implementing the BIS-optimization (see Chapter 5). Recall that the optimiza-
tion expects conjunctive normal form and produces conjunctive normal form.
Therefore, this translator handles the constraint family CNF and is connected
just after the translator PL2CNF. Thanks to the modularization principles used
in the design, the translator BIS can be taken out of the chain so that the
translator PL2CNF is connected directly to the algorithmic part.

Remark 7.35. Observe that the translator BIS expects the same
type of constraint from the translator on its left and from the trans-
lator on its right. This is in fact a necessary condition for a translator

to be freely removable from the chain.

All of the translators work in a similar fashion. Each of the translators
maintains a mapping between the two pertaining constraint types and a mapping
between the two types of variables. These mappings are initialized in the method
init and are updated in the method addConstraint. The other methods of the
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interface use these mappings to convert between the two types.

As an example, let us look on the implementation of the translator
FMP2EPL— from feature model primitives to extended propositional logic. This
translator implements the interface ITranslator with the family FMP. The con-
structor of the translator expects a reference to the translator that follows in
the chain and implements the interface ITranslator instantiated with the con-
straint family EPL. The translator FMP2EPL maintains a one-to-many mapping
from feature model primitives to formulas and a one-to-one mapping from fea-
tures to variables.

The method init populates these mappings with the initial set of primitives
and the corresponding semantics expressed as the extended propositional logic
formulas.

The method addConstraint(FeatureModelPrimitive p) expects one of the prim-
itives SelectFeature and EliminateFeature; it translates the primitive into the
corresponding literal [ and adds the correspondence between the primitive and
the literal into the mapping. Finally, it calls the method addConstraint of the
following translator with [ as the argument.

The method removeConstraint (FeatureModelPrimitive p) removes the
primitive p from the mapping and calls the method removeConstraint in the
following translator for all those extended propositional logic formulas that are
not mapped to. The reason why the method cannot simply remove all the
formulas that correspond to the semantics of the primitive p is that the mapping
is not necessarily injective.

The method computeConstraints(Feature f) looks up in the variable
mapping the variable corresponding to the feature f and calls the method
computeConstraints(Variable v) of the following translator. This method
either returns the empty set (if the variable is unbound) or a set containing
the bound literal. If the following translator returns the empty set, then the
methods returns the empty set since the feature is not bound. If the follow-
ing translator returns a bound literal, the method converts the literal to the
appropriate primitive and returns a singleton set containing that primitive.

The implementation of the method explain(FeatureModelPrimitive p) first
calls the method explain of the following translator for each formula correspond-
ing to the semantics of the primitive p. Then it computes the union of these
formulas and converts them back to a set of primitives using the inverse of the
mapping between primitives and formulas.

The other translators are implemented analogously. However, there are some
differences in terms of the cardinalities of the mappings. For instance, the trans-
lator BIS maintains a many-to-one mapping between variables since variables

in the same BIS are represented by a single variable (see Chapter 5) while the
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other translators maintain a one-to-one mapping between variables. For more

details see the source code’.

7.4 Summary of the Design

This chapter has presented the design of the reasoning backend used in the con-
figurator Lero S>T2. The architecture of the backend resembles the well-known
architecture pipe-and-filter. However, compared to the traditional setting, the
components in the chain communicate in both directions since the backend needs
to provide explanations.

All the information exchanged between the components is represented as
sets of constraints. The type of these constraints depends on the phase of the
semantic translation. As is common, the translation starts from the most high-
level type of constraints and proceeds to the most low-level type of constraints.
In some sense, this follows the well-known pattern of step-wise refinement [200,
57, 18, 17].

If the feature model is to be treated as a set of constraints, it needs to be
chopped up into a set of primitives. Even that is not all that novel. Indeed,
the primitives used to describe feature models correspond to relations in the
entity-relation modeling, such as UML. Hence, it is possible to assume that this
approach to capturing feature models could be generalized to other models as
well.

The components comprising the implementation are components in the ob-
ject oriented sense, i.e., the implementation of the translators are separate
classes that communicate with each other through an interface. This interface
is prescribed by a generic interface which is instantiated by the specific type
of constraints that the given translator handles. An alternative to this setup
would be cross-cutting components used in feature oriented or aspect oriented
programming. In such setup there would be a single class providing the seman-
tic translation. This class would be modified by different features (or aspects)
providing the functionality of different translation phases.

The disadvantage of components organized in the object oriented sense is
efficiency. Each of the translators needs to maintain a mapping between the
two pertaining types of constraints. Whenever a translator responds to some
user action, it needs to perform a look-up in these mappings. The advantage
of this approach is that the programmer that is adding new translators, or is
composing some existing ones, can treat the translators as black-boxes. If the

translation where organized in cross-cutting components, this additional book-

Thttp://kind.ucd.ie/products/opensource/Config/releases/
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keeping could be eliminated. Nevertheless, at the price of making the code more
entangled and hampering extensibility. However, the look-up routines did not
come up as problematic during the profiling of the implementation.

This particular design has proven to be useful throughout the development
of Lero S2T?2. According to our experience, the activities that benefit the most
from this design are experimentation and evolution as a new type of functionality
can be implemented as a separate translator and this translator is inserted into
the chain only by the programmer who is testing it.

In summary, the contributions of this chapter are: a description how to
implement a configurator in an object oriented language and a technological
solution for providing explanations when using a SAT solver that does not return

resolution trees.
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Chapter 8

Empirical Evaluation

This chapter presents a number of measurements performed using the described
implementation of the configurator run on third party instances. The motiva-
tion for these measurements is twofold. Firstly, the measurements should show
whether the described algorithms are suitable for the interactive setting or not.
In particular, whether the response time is acceptable for a human. Secondly,
the measurements should show the impact of the proposed optimizations.

Section 8.1 describes the testing environment and process. Section 8.2 de-
scribes the test data and their main characteristics. Section 8.3 presents mea-
surements that were done for the response time of the algorithm computing
bound variables during an interactive configuration process. This response time
determines how long the user has to wait before getting a response from the
configurator after he or she made a decision. The effect of the BIS-optimization
(Chapter 5) is also studied. Section 8.4 studies how many times the SAT solver
was invoked when computing bound variables. Section 8.5 studies the explana-
tion sizes and Section 8.6 studies the explanation response times. Section 8.7
presents measurements that were done for the technique of computing dispens-
able variables. Two aspects of this technique are studied: the response time and
the effectiveness. Section 8.8 evaluates whether the number of measurements
gives us a good estimate of the overall behavior of the configurator using the
method of confidence intervals. Section 8.9 compares different types of expla-
nations and argues that explanations based on resolution trees (Section 4.5) are
more informative than explanations highlighting only pertaining user decisions.
Finally, Section 8.10 draws conclusions from the measurement and summarizes
the results.

The measurements in this chapter are presented in the form of histograms,
i.e., the horizontal axis corresponds to the value being observed and the ver-

tical axis is the number of times that particular value occurred in the set of

107



observations in questions (frequency).

8.1 Testing Environment and Process

The measurements were performed on nine machines where each has Quad-
Core AMD Opteron'™ 64-bit processors with 512kB cache. Eight out of these
nine machines have 8 processors while one of these machines has 16 processors.
However, since no multithreading was used this does not affect the performance.
The installation of the Java virtual machine (Java HotSpot'™ 64-Bit Server VM)
was identical on all the machines and its heap size was limited to 2 GB for each
measurement.

All the measurements were performed in the following three phases.

e Test generation—in this phase testing data were generated and recorded in
a dedicated format. In particular, the testing data were sequences of user
decisions recorded as a file whose each line recorded which user decision

was made (selection or elimination of a variable).

e Test execution—in this phase the data generated in the previous phase
were read in and executed while recording the data to be collected (re-
sponse times, etc.). It should be noted that all the times are stopwatch
times, i.e., obtained by subtracting the time observed before the measured

operation from the time observed after the operation.

e Data aggregation—using custom scripts and small Java programs the
times were aggregated to obtain average values and data for the plots.

The plots were rendered using the program gnuplot [82].

8.2 Test Data

Seven instances were chosen to perform the evaluation. Three of these instances
are large feature models with up to hundreds of features, available at the feature
model repository [66]: E-shop, Violet, and Berkeley. A toy example representing
a feature model of a T-shirt was added as this example commonly occurs in
articles on configuration. The largest instance evaluated is the Linux kernel
variability model [22].

Two instances are not feature models but randomly-chosen DIMACS format
(Center for Discrete Mathematics and Theoretical Computer Science format)
examples used in SAT competitions and benchmarking: 3blocks and rocket. In

the following text we refer to the feature models and the Linux kernel instance
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Name #variables | #clauses
E-shop 287 420
Violet 170 341
Berkeley 94 183
T-shirt 16 40
3blocks 283 9690
rocket 351 2398
Linux kernel 8092 44533

Table 8.1: Instances used for configuration and their properties
Name Length | #decisions | noop | BIS | Cat | Ord | BCO
E-shop 144.3 7215 53 42 53 9 7
Violet 50.34 2517 16 15 16 4 4
Berkeley 25.12 1256 14 11 14 7 5
T-shirt 4.7 235 8 7 8 5 5
3blocks 6.7 335 655 616 | 557 | 3418 | 2671
rocket 7.52 376 166 163 | 158 | 274 260

Table 8.2: Overview of the measurements with times in ms

as variability models and the instances from the SAT competition as SAT com-
petition instances.

Table 8.1 lists the sizes of the instances; for feature models it lists the size
of the formula capturing the model’s semantics.

Sequences of user decisions were generated using a pseudo-random genera-
tor. Each sequence is making decisions until all variables are bound, i.e., until
the process is complete. Fifty different sequences were generated for each in-
stance. Note that different user decision sequences may have different lengths
even for the same instance (Section 8.8 argues that the choice of 50 sequences

is sufficient).

8.3 Configurator Response Time

The objective is to collect information about the response time of the configura-

tor for different optimizations. The optimizations considered are the following.

e BIS: the BIS-optimization collapsing literals in bi-implied sets (Chap-
ter 5).

e Cat: the adding of bound literals to the formula. The motivation for
adding bound literals is to give more information to the solver, i.e., these

bound literals should serve as catalysts (Figure 4.5).

e Ord: the optimization modifying how the SAT solver looks for solutions.
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Figure 8.1: Distribution of response times for E-shop

In particular this optimization changes the ordering of the search space

traversal (Section 4.4).

The measurements were carried out with five different combinations of the
optimizations. One version, denoted as noopt, does not use any of these opti-
mizations. Another three versions use one of these optimizations. And, the last
version, denoted as BCO, uses all of them.

For each optimization combination, instance, and user decision sequence the
measurement was repeated ten times and averaged to filter out noise caused by
the operating system and the machine!.

Table 8.2 summarizes the results of the measurements. The first column is
the name of the investigated instance. The second column is the average length
of a user decision sequence; observe that this is in fact 50 times the first column
since 50 sequences were evaluated for each instance. The third column is the
total number of user decisions over all sequences. Each of the last five columns
shows the average over all user decisions and sequences for one of the version of
optimizations in milliseconds.

Figures 8.1-8.6 present the different time distributions for different instances
and optimization combinations, except for the Linux kernel instance. The hor-

izontal axis is the response time and vertical corresponds to the number of

1The solver has a random component but this is initialized by a constant seed and therefore
is not observable in repeated measurements.
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Figure 8.6: Distribution of response times for 3blocks

occurrences of the response time. All the times are in milliseconds except for
the diagram concerning the instances 3blocks. The response times are clustered
to obtain a histogram. For instance, in the E-shop distribution there are over
7000 occurrences of response times below 30 ms for the BCO optimization com-
bination. Since 7215 cases were evaluated for the E-shop instance, over 97% of

these cases were below 30 ms using the BCO optimization combination.

Linux Kernel Instance Since the Linux kernel instance is substantially
larger than the other instances, only one iteration for each user decision se-
quence was performed as otherwise the measurements would require a couple
of months. However, Section 8.8 shows that the variations over different itera-
tions and sequences are small, which suggests that the performed measurements
provide a good estimate of the overall behavior.

Another issue was with evaluating the instance without the ord heuristic.
The response times were significantly worse without the heuristic—around 1
minute per user decision. Hence performing a precise evaluation without the
heuristic is not possible within a practical time frame.

The Linux kernel instance yielded the following observations. The average
length of a user decision sequence was 4195.28, i.e., the total number of observed
cases was 209764.

The evaluated optimization combinations are the following O—ord op-
timization, BO—ord optimization coupled with the BIS-optimization, and

BrO—ord optimization coupled with the BIS-optimization that is not using
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the heuristic for picking a representative (see Chapter 5).
The following table presents the average time in milliseconds observed for

the different optimization combinations.

O | BO | BrO
average time [ms] | 1268 | 1313 | 1310

Figure 8.7 presents the distribution of the response times where the tail of the
distribution was cut off for clarity. The tail encompasses 16, 229, and 126 cases
for the settings O, BO, and BrO, respectively. Out of the 209764 cases these
all form less than 0.02%. The longest response time observed was 10 seconds,

which occurred just once. All the other times in the tail were below 6 seconds.

8.3.1 Discussion

Let us look more closely at the different distributions obtained from the mea-
surements. First, let us look on the feature model instances E-shop, Berkeley,
Violet, and T-shirt.

Out of the optimizations Ord, BIS, and Cat, the Ord optimization is a
clear winner: the total average is the lowest and the majority of response times
are within 20 ms for all the feature model instances for this optimization. The
combination of all the optimizations (BCO) performs only slightly better than
the optimization Ord on its own.

The second comes the BIS-optimization: in the largest instance (E-shop)
the average time was reduced by 20% and the maximum times are lower than
for the versions Cat and noopt. Moreover, the number of response times that

are greater than 60 ms is low.
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The optimization Cat does not seem to be very helpful. For some instances
it even adds a tail to the distribution.

Now let us look at the Linux kernel instance. Clearly, the Ord was greatly
important since it wasn’t possible to evaluate the instance without it. The BIS-
optimization did not prove to be useful for the instance. In fact, the optimization
slightly worsens the response times. However, this worsening changes the av-
erage response time by only a few milliseconds. This is most likely due to the
fact that there are few BISs (strongly connected components in the implication
graph) in the instance.

Most of the response times are around 1second (see Figure 8.7). The times
around 2 seconds appear in ca. thousand cases, which is 0.5% of the total number
of cases. The distribution has a very long tail, meaning that the user will have
to wait up to 10 seconds in some instances. However, these cases are very rare.
In particular, the response time of 10 seconds occurred just once.

The numbers are very different for the instances coming from SAT compe-
titions (3blocks and rocket). The configurator performs much worse with the
optimization Ord than without it. That is already obvious from the averages
(the average increased six times for 3blocks). The explanation for this phe-
nomenon is that these instances are more difficult for the SAT solver and the
Ord heuristics takes away some smartness from the solver. In the case of the
feature model instances taking away the smartness makes up for the fact that
the satisfiability tests find more quickly the literals that are not bound.

The BIS optimization is only moderately successful on these instances. How-
ever, the combination of the optimizations mitigates the worsening in times
caused by the Ord optimization.

A difference between the feature model instances and the SAT instances can
also be seen in Table 8.2. Both of the SAT instances have more variables than
the feature model instances but a configuration process on the SAT instances is
shorter. This indicates tighter dependencies between the variables: a small set
of decisions determines values for all the other variables.

An interesting phenomenon is that all the distributions have long tails, i.e.,
there are many short times. This is explained by the fact that as a configuration
process progresses, the instance is getting more constrained by the user decisions
made so far. Effectively, the satisfiability tests are becoming easier. The fact
that there are so many short times, signifies that these tests become fast only

after a few decisions.

Remark 8.36. To analyzed in more detail the bad times, one could
analyze only some prefixes of the user decision sequences. However,

it is not clear how this cut off point should be chosen.
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2 The optimization Ord is highly efficient for loosely constraint instances.
the optimization BIS yields only moderate speedups but does so for all

the instances.
8.4 Number of Calls to The Solver

In Chapter 4 we show that the solver is called at most n+1 times after each user
decision, where n is the number of variables (Claim 3). However, we hypothesize
that the number of calls is in practice significantly lower (see also Remark 4.13).
This section presents the number of calls to the solver observed in the evaluated
benchmarks. Even though n+1 is the maximal number off calls, for the purpose
of the following calculations we assume it is n since the SAT solver is called
once when the configurator is initialized in order to test that the given instance
has at least one valid configuration (the theoretical part considers this to be a
precondition).

Even though the number of variables is constant throughout the configura-
tion process, the instance becomes easier throughout the process as the user
is making decisions. Hence, the number of calls the solver is interesting with
respect to the number of variables whose values are not determined by a user
decision.

Figures 8.8-8.13 show distributions of percentages calculated as 100 * ¢/ f,
where f is the number of variables whose values are not determined by user
decisions and c is the number of calls the solver. These measurements were
performed over the same set of sequences of user decisions as the measurements
for response times.

The Linux kernel benchmark is not plotted as the numbers of calls to the
solver are predominantly smaller than the number of variables not decided by
the user. This is due to the fact that the instance was evaluated only with the
optimizations containing the ord heuristic. Out of the 209764 cases, the solver
was called less than 10 times in 90% cases. The maximum number of calls the

solver observed was 725, which occurred only once.

8.4.1 Discussion

As expected, the optimization Ord dramatically decreases the number of calls
to the solver. With this optimization, most of the times the solver needs to be
called only 10%-times with respect to the number of variables not decided by
the user. In the Linux kernel instance the number of calls to the solver was
almost constant ranging between 0-10 calls the solver in 90% of the cases. A
few cases occurred where the solver needed to be called a few hundred times.

help these cases, however, where extremely rare.
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The distributions for the other optimizations (noop, BIS, and Cat) ex-
hibit only minor differences from one another, with the exception of the T-shirt
instance. Interestingly, the structure of these distributions varies significantly
across the benchmarks. In the E-shop instance the distributions peak at 40%
and quickly drops to 0 at 60%. In the Violet instance, the distributions slowly
ascend to the peak at 40% and drop to 0 at 70%. In the Berkeley instance,
the distributions peak at 20% and drop to 0 at 50%. The distributions of the
T-shirt instance are somewhat erratic, which most likely is due to the small size
of the instance.

Both of the SAT competition instances yield similar distributions. Each
peaks 10% and descends quickly to 0. An interesting phenomenon appears in
the 3blocks instance, where ca. 50 cases needed 60% invocations of the solver for
all the optimizations. This is most likely due to situations where many variables
are bound and therefore the Ord heuristic does not have a great effect.

In summary, the Ord heuristic decreases the number of calls the solver
significantly. If the heuristic is not used, the expected number of calls to the
solver is in the range of 20%-40% of the number of variables not decided by the

user.

8.5 Explanation Sizes

In this section we overview of the evaluation of the explanation sizes. Two
different mechanisms were used to produce explanations. One mechanism was
QuickXplain [111], which guarantees subset-minimality but does not scale well.
The second mechanism was the tool MUSER [140]. Both of these mechanisms
were used with the combination of an additional SAT solver for constructing
resolution trees from unsatisfiable cores (for details on how these tools are inte-
grated into the explanation mechanism see Section 7.1).

MUSER was used for larger instances (SAT competition and Linux kernel).
The rest of the instances were evaluated with QuickXplain. It was not possible
to evaluate the 3blocks benchmark because the observed proofs were too large
(over 231), which caused unwieldy response times.

Figure 8.14 summarizes which techniques were used for the individual in-
stances.

What is in particular interest for us is the effect of the BIS-optimization
on explanations’ size. Recall that the BIS-optimization partitions the set of
literals into sets of equivalent literals in order to reduce the number of queries
to the solver. Each set of equivalent literals is represented by one literal—the

representative.
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Name Explanation mechanism
E-shop QuickXplain
Violet QuickXplain
Berkeley QuickXplain
T-shirt QuickXplain
Linux-kernel MUSER
rocket MUSER
3blocks not evaluated

Figure 8.14: Techniques used for explanations (see Section 7.1 for implementa-
tion details)

We show how to reconstruct resolution trees obtained on the optimized for-
mula and we show that the choice of representatives influences the size of the
reconstructed proof. Further, we devise a heuristic that picks such representa-
tives that are likely to yield smaller reconstructed proofs (Section 5.2).

To evaluate the effectiveness of this heuristic, the reconstruction was once
done with a randomly picked representatives and once with representatives
picked according to this heuristic.

Hence, the following settings were evaluated: no optimization (noop), BIS-
optimization (BIS), and BIS-optimization with random representative (BIS-

RR). The following table presents the average sizes of the observed explanations.

Name noop BIS BIS-RR
E-shop 8 7 15
Violet 4 4 4
Berkeley 8 10 15
T-shirt 5 6 10
Linux-kernel 15 16 16
rocket 6,001,001 | 3,519,066 | 6,153,248
3blocks n/a n/a n/a

Figures 8.15—8.19 depict the distributions of explanation sizes for the indi-
vidual instances. The distribution for the rocket instance is not plotted due to
its unusual structure. Out of the 349 measured cases 124 cases yield explana-
tions of size smaller than 100. The rest of the cases are evenly split up to the

maximum size, where the maximum size was 4.6 * 108 for noop, 1.6 * 10® for

BIS, and 1.7 x 10° for BIS-RR.

8.5.1 Discussion

The explanation sizes for the variability models are small. Even for the Linux

kernel instance the average size is 16, which is well-manageable for a user. How-
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ever, for the instances from the SAT competition the obtained explanations
turned out to be unwieldy.

The heuristic used in BIS-optimization for choosing representatives proven
to be important. For instance, in the E-shop instance not using the heuristic
doubles the average explanation size and significantly prolongs the tail of the
distribution.

Now let us look at the comparison of sizes of explanations constructed with-
out the BIS-optimization and the sizes constructed in the presence of the heuris-
tic. As expected, in most cases the reconstruction of the proof yields bigger
proofs than those obtained without the optimization. However, this increase in
size is relatively small. The explanation average grew by 1 in Linux kernel and
T-shirt, it grew by 2 for Berkeley, and it didn’t change for Violet.

Interestingly, the reconstructed explanations’ sizes are smaller for the E-
shop and rocket instances. Most likely, the reason for that is that the algorithm
computing the unsatisfiable core (QuickXplain or MUSER) is operating on a
smaller formula and therefore is capable of finding smaller cores.

In summary, the explanation sizes are small for variability models but tend
to grow rapidly for complex formulas. The proposed heuristic for choosing a
representative in the BIS-optimization is important for the explanations’ size,
and, in some cases the reconstructed proof can be smaller than a proof obtained

from the unoptimized formula (E-shop and rocket).
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Name noop | BIS | Cat | Ord | BCO
E-shop 94 53 94 99 36
Violet 20 21 22 28 23
Berkeley 15 9 14 19 12
T-shirt 20 11 19 14 11
rocket 327 157 | 139 | 144 143

Name O | BO | BrO

Linux kernel | 465 | 469 | 555

Table 8.3: Average explanation response times in

ms
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Figure 8.20: Distribution of explanation times for E-shop

8.6 Explanation Times

This section provides an overview of the observed response times for computing
explanations. Table 8.3 presents the average response time for the individual

instances and optimization combinations. Figures 8.20—8.25 depict the distri-

butions of the times needed to compute explanations.

8.6.1 Discussion

The explanation response times are overall satisfactory.
kernel instance the average response times are predominantly around 0.5 ms.

Somewhat surprising is the fact that the response times for the rocket instance
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are shorter than for the Linux kernel instance while the explanation sizes are
larger (see Section 8.5).

As in the previous cases all the distributions have a long tail. Hence, in some
(rare) cases the user has to wait much longer than what is the average response
time. However, the worst-case times for explanations are much lower than for
the inference of bound variables.

Interestingly, the BIS-optimization has a greater effect than in the inference
response times in some instances. For instance, the time has been reduced by
50% for the E-shop instance. This indicates that the explanation algorithms are
more sensitive to the size of the formula than the inference of bound variables.

In summary, the response times of explanations do not inconvenience the
user, however, the appropriate algorithm for computing unsatisfiable cores needs
to be selected.

8.7 Dispensable Variables Computation

There are two aspects of dispensable variables that are investigated in the pre-
sented measurements. One aspect is the response time of the proposed algo-
rithm (Section 6.3). The second aspect is how much the technique of identifying

dispensable variables helps to complete the process.
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As in the case of measurements of the response times for inference of bound
variables, the Linux kernel instance was measured separately. First, let us look
at the small instances (E-shop, Violet, Berkeley, T-shirt, rocket, and 3blocks).

The time aspect is measured as for the response time all the inference of
bound variables with the difference that only one version of optimizations is
investigated; in particular the version BCO. The helpfulness of the technique
is measured by recording the percentages of dispensable variables out of the
variables that are not bound. In particular, if 100% of the unbound variables
are dispensable, then invoking the shopping principle function binds all the
unbound variables and consequently completes the configuration process.

Unlike in the case of computation of bound literals, the computation of
dispensable variables sometimes does not succeed, it times out. For the purpose
of the measurement, the timeout of 1second was used. The motivation for
choosing this particular timeout was twofold. Firstly, long waiting time for a
technique that is supposed to speed up the configuration process defeats the
purpose of the technique. Secondly, according to previous experience if the
computation does not terminate quickly, then it takes unbearably long.

Interestingly enough, the only instance where some of the cases timed out
was the E-shop feature model. A time out occurred in 1577 cases, which forms
approximately 22% out of the 7215 cases investigated (Table 8.2).

The results of the measurements are again captured as distributions. For
each instance there is an distribution of the percentages of dispensable variables.
And, for each instance there is a distribution of computation times. However,
here we present only the time distributions for the SAT instances, E-shop, and

Berkeley since for all the other instances all cases were computed within 5 ms.

Computing Dispensable Variables for Linux Kernel Since the Linux
kernel instance is significantly larger than the other evaluated instances, the
timeout was increased to 3 seconds. However, despite of this increase the tech-
nique times out in most of the observed cases. Figure 8.28 depicts the distri-
bution of response times and percentages of dispensable variables for the Linux

kernel instance.

8.7.1 Discussion

The percentages of dispensable variables are somewhat surprising (Figure 8.26).
All of the feature model instances have many dispensable variables in many
cases. In the case of Berkeley the dispensable variables form 100% of the un-
bound variables most of the time and in the case of Violet it is even all the

time. All features in this model are optional so such behavior is expected (see
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Figure 8.27: Distributions of response times for dispensable variables

also Example 32 for discussion about intuition of dispensable variables).

Altogether, invoking the shopping principle function often completes the
configuration process for these two instances. The E-shop instance is harder to
analyze because of the cases where the computation timed out. However, in the
cases where the computation succeeded the percentages of dispensable variables
where high as well: around 80% of the unbound variables were dispensable.
Since the technique did not time out in 78% of the cases, this is a significant
number.

Despite the fact that the instances from the SAT competition are larger
in the number of variables and clauses than the feature model instances, the
computation of dispensable variables succeeded in all cases. This illustrates the
non-monotonic properties of minimal models (see Section 6.2.4). Recall that the
computation of dispensable variables invokes the SAT solver as many times as
there are minimal models of the state formula (Claim 10). Hence, these results

stress that the number of minimal models cannot be easily estimated by looking
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Figure 8.28: Distributions of response times and percentages of dispensable
variables for Linux kernel with most cases timing out (the last column)

at the size of the formula.

Unlike the feature model instances, the SAT instances have very few dis-
pensable variables. In fact, there were no dispensable variables in most of the
cases. However, we should take into account that the configuration processes
for these instances are very short and consequently have few unbound variables.

The Linux kernel instance shows that the technique scales poorly. In most
cases the technique times out despite the fact that the timeout was increased to
3 seconds. Interestingly, large number of dispensable variables appears in the
cases where the technique succeeds. However, since the number of cases where
the technique succeeds is relatively low, this observation is little weight.

In summary the evaluation shows that the technique for computing dis-
pensable variables suffers from poor scalability. This is due to the fact that
it enumerates all minimal models. However, in the cases where the technique

succeeds, the response times are short—Iless than 0.5s in most cases.

8.8 Confidence

As the behavior of the user was simulated by a pseudo-random generator, we in-
vestigate how much confidence our measurements give us. In particular, whether
the choices of numbers of measurements were adequate.

From a statistical perspective, a configuration process is a walk through a
maze, where each door corresponds to a user decision. Each room has twice
as many doors as there are unbound variables in that step (each variable can
be either selected or eliminated). Hence, for an instance with n variables, each
room of the maze has at most 2n doors. Each walk ends in a room with no

outgoing doors, as all variables are bound at the end of the configuration process.
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Name noop BIS Cat

E-shop 53.76 £ 1.08 42.59 +0.78 53.96 = 1.07
Violet 1773+ 3 16.74 +2.44 17.64 £ 2.73
Berkeley N/A 16.46 + 4.87 N/A
T-shirt 9.01 + 0.65 7.97 £ 0.62 9.7 £0.82

3blocks 706.86 £ 63.39 | 663.88 £59.25 | 599.1 £ 50.97
rocket 185.42 +£21.33 | 182.9+£21.17 | 176.05 £+ 19.84

Name Ord BCO
E-shop 9.45 +0.07 7.98 +£0.07
Violet N/A N/A
Berkeley 11.53+5 8.41 £3.17
T-shirt 6.49 + 0.55 N/A
3blocks | 3649.35 + 345.5 | 2847.86 £+ 268.77
rocket 298.62 £ 39.51 285.08 £ 35.37

Name (0] BO BrO
Linux kernel | 1266.87 &+ 56.66 | 1311.18 £62.23 | 1308.38 &= 68.86

Table 8.4: 99% confidence intervals for average response time in a walk in mil-
liseconds. “N/A” marks cases that do not pass the Anderson-Darling normality
test.

In our measurements we simulated 50 random walks.

To determine whether the chosen number is adequate, we investigate how
the average response time differs from one walk to another. Intuitively, if the
observed average times of evaluated walks were dramatically different, our confi-
dence in the measurements would be low since a new walk would be more likely
to be different from those that we evaluated. On the other hand, if the average
times of the evaluated walks are close to each other, a new walk is likely to have
similar characteristics to the ones that were evaluated.

To back this intuition with theory, we assume that the average response time
of a walk is normally distributed over all possible walks and compute confidence
intervals. In order to verify that that the averages are normally distributed
Anderson-Darling test of normality [2] at 5% level? was used.

Since the test is recommended to be performed on a sample of less than 25
elements, 20 averages out of the 50 observed were sampled at random. A major-
ity of the samples passed the normality test with a few exceptions (Table 8.4).
However, the distributions breaking normality are all of short response times
(less than 100 ms), where more erratic behavior is to be expected and precision

is less of importance (for the time distributions and averages see Section 8.3).

2As is common in statistics, Anderson-Darling test tries to reject the hypothesis that the
distribution is normal. The test produces a numerical value which indicates a deviation from
the normal distribution. If this value exceeds a certain constant c,, normality is rejected with
the probability 1 — p.

133



Name maximal difference [ms| | maximal difference [%]
E-shop 1.46 4
Violet 7.56 10
Berkeley 14.68 14
T-shirt 3.56 39
3blocks 78.5 6
rocket 16.26 9

Table 8.5: The maximal difference between two averages of repeated measure-
ments. One average is over 10 measurements and the second is over 7 measure-
ments.

The confidence intervals are not provided for these exceptions.

Table 8.4 shows the 99% confidence intervals for the different versions and
instances. The meaning behind these intervals is that, with 99% certainty, the
expected average of a walk is within the interval. For instance, the first cell
of the first table tells us that the expected average of a walk is within the
interval (53.76 — 1.08 ms, 53.76 + 1.08 ms) = (52.68 ms, 54.84ms). As we can
see, virtually all the intervals are very tight. Only in the SAT-competition
instances do the intervals go up to hundreds of milliseconds. In the feature
modeling instances the intervals are mostly within the range of milliseconds.
In the light of 99% guarantee, confidence intervals spanning only a number of
milliseconds are clearly satisfactory. Moreover, obtaining such high confidence
from only 50 walks, tells us that the walks are not dramatically different from
one another.

The second aspect we investigate is the the number of iterations: except for
the Linux kernel instance, each measurement was repeated 10 times. Since a
large number of decisions were simulated, a sample of 250 was analyzed for each
instance. Surprisingly enough, a large number of these 10-tuples did not pass
the Anderson-Darling test for normality. Hence, applying confidence interval
analysis on these observations is inappropriate.

A manual inspection of the observations led to the hypothesis that the obser-
vation in each 10-tuple oscillate in small variations. If this hypothesis is valid,
there will be only small differences between averages of different samples. To
support this hypothesis, for each instance and the 250 10-tuples an average of
7 elements and average of 10 elements was compared. If the difference is small,
we can conclude that adding more measurements to the 10 performed ones will
not significantly change the average.

Table 8.5 presents for each instance the maximal difference between the two
averages that has occurred in the pertaining 250 10-tuples. The difference is

presented as the absolute number of milliseconds and as the percentage with
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respect to the average over 10 measurements.

We can see that in most of the instances the difference is less than 10%
and less than 20ms. The only instance with an excessive difference is the toy
example T-shirt. That is not surprising because the response times for this
instance are in units of milliseconds.

Hence, we can conclude that repeating each measurement 10 times is suf-
ficient because adding more measurements does not significantly influence the

value of the average.

8.9 Presenting Explanations

By automatically selecting or eliminating features the configurator provides
comfort to the user and makes the configuration process less error-prone. How-
ever, there are cases where a user does not find a particular automatic choice
satisfactory [159, 163, 199]. In such situations, the user may want to change
some of the previous decisions in order to reverse the automatic choice. If the
user is also the designer of the feature model, he or she may decide to modify
the model. In either case, the user must understand why the configurator made
the automatic choice in question.

This section compares different types of explanations and argues that expla-
nations based on resolution trees (Section 4.5) provide greater level of informa-
tion to the user.

Figure 8.29 presents a simplified feature model of a car where the user may
pick between manual and automatic gearshift and between electric and gas
engine. The feature model tells us that an engine must be either electric or
gas and analogously the gearshift must be either manual or automatic. An
additional cross-tree constraint tells us that an electric engine excludes manual
gearshift (mutual exclusion).

The figure depicts a situation where the user selected the manual gearshift.
The selection of this feature together with the semantics of the feature model
determines the values for all the other features. Let us focus on the following

question asked by the user:
Why is Gas automatically selected?

Humans typically reason from the consequence in question towards the root
causes. In the case of feature models, this means starting from the feature in
question and by applying the semantics of feature models going toward user
decisions. Using this reasoning, the explanation for automatic selection of Gas

takes the following form.
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Figure 8.29: Simple feature model of a car with Manual selected by the user

e Gas is selected because one of Gas or Electric must be selected and Electric

is eliminated.

e One of Gas or Electric must be selected because they are in an alternative

subgroup of Engine.
e Electric is eliminated because it is excluded by the selection of Manual.

e Engine is selected because it is a mandatory sub-feature of the root feature
Car.

Note that in English we typically say “chain of reasoning” or “chain of
thought”. However, rather than in a chain, this process is organized in a tree.
For instance, the user needs to understand why Engine is selected and why
Electric is eliminated. Since the reasons for these two effects are independent,
the “chain” splits into two independent branches.

This rather small example already shows that a user needs to consider a
number of steps in order to understand why the feature is automatically selected.
This represents significant effort for the user and hence warrants mechanized
support.

Let us investigate the level of information provided by the different expla-
nation techniques (Section 4.5).

Precompilation techniques use as an explanation the user decisions that has
led to the automatic selection of the feature in question. For our example
this highlights a single feature as that is the only user decision made for the
feature model (Figure 8.30). In this case, such explanation provides insignificant
information. In more general cases where multiple user decisions are present,

this form of explanations may be useful. However, the user still needs to come
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Figure 8.30: Simple feature model of a car with Manual selected by the user
where elements responsible for the automatic selection of Gas highlighted. The
explanation is in the form of pertaining user decisions. In this case it is the
single Manual that is highlighted as an explanation.

Car Car=>Engine

~N

Manual —Manual V —Electric Engine Engine = (Electric V Gas)
—Electric Electric V Gas

\ . /

Figure 8.31: Resolution-based explanation for Gas being selected automatically
in the form of the semantics of the feature model

up with the pertaining relations between the modeling primitives of the feature

model in order to fully understand why the automatic choice has been made.

8.9.1 Resolution Trees

Section 4.5 proposes the use of resolution trees as forms of explanations. First,
let us look at the resolution tree for our question: Why is Gas selected (Fig-
ure 8.31)? The resolution tree is close to the “tree” of thought outlined above.
The clause Gas is obtained by resolving —Electric and Electric V Gas. The clause
—Electric corresponds to elimination of Electric and ElectricV Gas corresponds to
the fact that at least one of Electric, Gas must be selected. Following the reso-
lution steps towards the leaves in an analogous fashion, all nodes are gradually
explained.

The resolution tree itself is already a helpful information for the user but
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root(Car)  mandatory(Car, Engine)

~N S

sel(Manual) excl(Manual, Electric) sel(Engine) alt(Engine, {Electric, Gas})
elim(Electric) constraint(Electric V Gas)
sel(Gas)

Figure 8.32: Resolution-based explanation for Gas being selected automatically
in the form of modeling primitives

the user interface has a number of options how to present it in that more user-
friendly fashion.

To bring the user closer to the original feature model, the resolution tree,
which is in the form of the semantics of the model (Figure 8.31), can be trans-
lated into a tree of corresponding feature modeling primitives (Figure 8.32).
Such tree is obtained by replacing each clause with the modeling primitive that
generated the clause (see Chapter 7 for the realization of the mapping). The
tree conveys the same information as the original resolution tree but does not

require the user to understand logic notation.

8.9.2 Presenting Resolution Trees

The disadvantage of resolution trees presented so far (Figure 8.31 and Fig-
ure 8.32) is that they are detached from the original feature model. Highlight-
ing in the feature model those primitives that appear in the resolution tree
addresses this disadvantage (Figure 8.33). In order to understand why Gas is
automatically selected, a user follows the primitives marked red and recalls their
respective semantics. The disadvantage of this representation is that the order
of consequences is lost.

Projecting the resolution tree on the feature model addresses this disadvan-
tage (Figure 8.34). This representation combines all the information in one
diagram. Note that an additional node Gas V Electric was added to represent
an intermediate stage of the reasoning®. Such explanation is straightforward to
interpret. Each non-leaf node that is part of the explanation is a consequence
of two reasons. These reasons are those nodes that point to the consequence
via red arrows. For instance, one can immediately see that Electric is selected
because Manual is selected and there is an exclusion edge between Electric and

Manual.

3Such nodes can be removed for less advanced users.
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Engine Vv v
Electric x Manual | Automatic x
L |
excl
user selected user eliminated

automatically selected v/ automatically eliminated X

Figure 8.33: Simple feature model of a car with Manual selected by the user
where elements responsible for the automatic selection of Gashighlighted

v

Gas V Electric

X

Manual I Automatic X

excl

user selected user eliminated
automatically selected v/ automatically eliminated X

Figure 8.34: Resolution-based explanation for Gas being selected automatically
projected on the depiction of the feature model. The additional node Gas Vv
Electric represents intermediate information not contained in the original feature
model.
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8.9.3 Summary of Explanation Presentation

This section presents the advantages of using resolution trees to provide expla-
nations to the user over just highlighting pertaining user decisions, a technique
used in precompilation methods.

Highlighting the pertaining user decisions that are responsible may represent
a small part of the information that is needed to understand why a certain
feature is automatically selected or eliminated (Figure 8.30).

Presenting explanations as resolution trees enables reasoning akin to the
reasoning that humans use when looking for a root-cause. A user starts from
the feature to be explained and gradually proceeds toward the pertaining user-
decisions.

The user interface has a number of options how to present resolution trees
to the user. The actual resolution tree at the semantic level provides the most
detailed information but requires the user to be familiar with logic (Figure 8.31).
Transforming such resolution tree into a tree of the pertaining modeling prim-
itives conveys the same information but requires only the knowledge of the
modeling primitives (Figure 8.32).

The explanation can be shown on the feature model diagram by highlighting
modeling primitives that appear in the resolution tree (Figure 8.33). Projecting
the resolution tree on the feature model diagram additionally shows reasons
and consequences in the explanation (Figure 8.34). We argue that this last
representation is the most informative one because it shows all the information

in a single diagram.

8.10 Conclusions and Summary

This section discusses the observed behavior from the perspective of the follow-

ing standards coming from the research on acceptable response times [98]:
e 0.1seconds is classified as instantaneous,

e 1.0seconds as uninterrupted user action that is noticed by the user but

does not hinder the work, and

e 10seconds is a limit for keeping user’s attention.

Bound Variables Response Times

For instances with hundreds of variables, we have seen that when computing

bound variables, the configurator responds in 0.1seconds in many cases and
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takes over 1second only in a few cases for hard instances. However, long times—
over 10seconds—may appear if a wrong heuristic is applied. In particular, the
Ord heuristic does not perform well for the instances from the SAT competition,
which are far more constrained than the variability models.

The evaluation of computation of bound variables for the Linux kernel shows
that the presented approach is applicable in instances with thousands of vari-
ables. The response times for this instance are predominantly around 1 second.
Longer response times appear—up to 10 seconds in several cases. However, such
times are extremely rare—response time exceeded 5seconds in less than 0.02%

of the inspected cases.

Explanations

The evaluation of explanations for variability models is also satisfactory. The
response times are less than 0.5second for most of the cases with some rare
exceptions of 2seconds, which occurred in the Linux kernel instance. The ex-
planation sizes are relatively small. In the largest variability model instance
(Linux kernel) the average explanation size is 16, with some rare exceptions
of the size 100 clauses. However, the evaluation shows that the QuickXplain
algorithm implemented in the solver SAT4J does not scale well and the above
results for the Linux kernel instance were obtained with the tool MUSER (see
Section 7.1).

The evaluation of explanations for the instances from SAT competition show
that the sizes are unwieldy for such types of instances, i.e., instances that are
tightly constrained (the number of clauses is much higher compared to the
number of variables). The sizes of explanations for these instances exceed 232,
which is clearly incomprehensible for a human. In general, such large expla-
nations are most likely inevitable due to the result by Cook and Reckhow ac-
cording to which proofs are super-polynomial in size of the original formula
unless co-NP#NP [42]. Nevertheless, the variability models do not exhibit such
excessive explanation sizes.

Section 8.9 demonstrates the usefulness of resolution trees in explanations
already on small examples. The evaluation of the explanation sizes shows that in
real-world instances we can expect explanations counting up to 30 elements and
average around 15 elements. Together these observations show that resolution-

based explanations help the user in many cases.

BIS-optimization

The BIS-optimization shows promising improvements of response times in sev-

eral instances. Unfortunately, the response times for these instances are already
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short without the optimization. In the large instances (Linux kernel) where
improvement of the response times would be useful, the optimization does not
help.

However, the optimization is interesting from the perspective of explanation
sizes. In some cases reconstructing the explanation from an explanation on the
optimized formula yields a smaller explanation than when the optimization is
not used. This indicates that in some cases the explanation algorithms work

significantly better on smaller formulas.

Dispensable Variables

The analysis of the dispensable variables technique proved the technique to
be fast for instances with hundreds of variables—the response time was below
200 ms in most cases. However, there are some cases where the proposed com-
putation approach fails to deliver results. The technique helps the user to bind
many variables in many cases. In fact, there were many cases where all of the
unbound variables were dispensable, i.e., cases where the shopping principle
function completes the configuration process.

The Linux kernel instance shows that the technique for computing dispens-
able variables does not scale well as it times out in most of the cases. Hence, a
different technique needs to be developed for variability models with thousands

of variables.

Confidence

The analysis of the response times using the methods of confidence intervals
shows that the evaluated sequences differ little from one another. This is impor-
tant from practical perspective because it means that it is possible to accurately
estimate the response times from a small number of observations.

All of the observed distributions have the common property of long tails,
i.e., extreme values occur very rarely. This is a price for the lazy approach
(computation is performed only when needed). However, these tails encompass

small number of cases.
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Chapter 9

Thesis Evaluation

The statement to be investigated by this dissertation is the following:

SAT solvers are better for implementing a Boolean interactive con-

figurator than precompiled approaches.

In this chapter we argue that the thesis statement is validated by the pre-
sented material. Since we are in the domain of propositional constraints, the
precompiled approaches are represented by BDDs and we show that the advan-
tages of SAT solvers over BDDs are the following:

e SAT solvers scale better,
e SAT solvers are better for providing explanations,

e the response times of the configurator do not make a significant difference,

and
e there is more potential for further research in SAT-based configuration.

These arguments are detailed, in turn, in the following sections.

9.1 Scalability

Examples in Literature

BDDs enabled significant progress in model checking in the early 90s [35, 144].
However, the issue of scalability of BDDs motivated research in the applica-
tion of SAT solvers in model checking. For instance, Abdulla et al. recognize
that BDDs are typically unusable for systems with more than hundreds of vari-
ables [1]. Biere et al. provide an empirical case study where the SAT-based
checker consistently outperforms the BDD-based one [23].
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Similar trends are appearing in analyses of feature models. Mendonga et al.
study heuristics for compiling feature models into BDDs. The need for such
heuristics is motivated by the poor scalability of BDDs [148]. However, in a
later publication, Mendonga et al. show that SAT solving in feature models is
easy! [147]. Hence, the motivation for studying heuristics for construction of
BDDs is diminished, since a SAT solver can be used instead. It should be noted,
however, that for some types of analyses, BDDs give better results; an example

of one such analysis is the counting of all possible solutions of an instance [20].

Theoretical Evidence

As mentioned in the background section, the size of a BDD depends on the
ordering of variables in the tree’s branches (Section 2.2.2). It is well-known
that deciding whether a variable ordering is optimal or not is NP-complete [26].
Also, exponential lower bounds are known for the size of BDDs [33]. This further
discourages the use of BDDs, since large amount of data needs to be included
with the instance to be configured.

Despite the empirical evidence that SAT solvers are applicable in more cases
in practice than BDDs, theoretical understanding of such is limited. Neverthe-
less, there are some theoretical results that indicate that constructing a BDD is,
in general, significantly more difficult than deciding satisfiability. The argument
stems from the fact that having a BDD enables us to calculate in linear time
the number of models of the pertaining formula, and, calculating the number of
models is a #P-complete problem? [194, 162]. The difficulty of solving a #P-
complete problem is illustrated by Toda’s theorem, whose direct consequence
is that a Turing machine with a #P oracle can solve any problem in polyno-
mial hierarchy in polynomial time [191]. Hence, a BDD oracle enables us to
answer any problem in polynomial hierarchy in polynomial time. In contrast
to that, problems already in the second level of polynomial hierarchy require
super-polynomial (in practice exponential) queries to a SAT oracle. While this
is not a formal proof of the fact that constructing a BDD is harder than SAT,
it lends credence to such hypothesis, as there is a significant difference in the

power of the corresponding oracles.

IThe notion of easy and hard SAT instances is based on a well-known phenomena that
the hardness of an instance depends on the ratio of the number of variables to the number of
clauses [155].

24P is a class of problems that are defined as computing the number of accepting paths
of a nondeterministic Turing machine that is running in polynomial time.
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Evaluated Instances

The conducted experiments show that the SAT-based approach successfully
copes with all the evaluated instances. In contrast to that, construction of a
BDD from the Linux kernel instance did not succeed even after 24 hours of
computation time using a tool provided by Grigore [170]. As mentioned in the
introduction, the fact that the particular tool did not succeed building the BDD
does not mean that it is impossible. It might be that some heuristics specific to
that instance will succeed in precompiling it. However, the SAT-based approach
scales uniformly, as no heuristics specific to the instances were applied. Thus,
the SAT-based approach is more practical as it imposes fewer requirements on
the user.

Another argument for scalability of the SAT-based approach is the growth of
configurator’s response times that is observed in the evaluated instances. In fea-
ture models with hundreds of variables the times were in the range of 0-200 ms,
while they are predominantly in the range of 0.5-2s for the large example with
over eight thousand variables. This means that the times grew linearly with
the size of the problem, rather than exponentially as the complexity class of
the problem suggests. This further corroborates the above-mentioned findings

of Mendonga et al. that the SAT problem is easy for variability models [147].

9.2 Providing Explanations

We have shown how explanations are produced from resolution-based proofs
(Section 4.5). Compared to existing work, the provided explanations are more
informative since they comprise parts of the configured instance and depen-
dencies between them. The following paragraphs summarize the capabilities of
SAT-based solutions and the issues with BDDs from the perspective of resolu-
tion proofs.

To produce resolution-based proofs for state-of-the-art SAT solvers is natu-
ral [206]. In fact, a number of popular solvers produce such proofs [167, 151, 107].
Some solvers do not produce a resolution tree, but instead produce an unsatis-
fiable core (unsatisfiable subsets of the given clauses) [111, 140, 142]. In order
to enable constructing a tree from such unsatisfiable core, we provide a SAT
solver that constructs a tree once invoked on the core [102].

Existing research shows that it possible to produce proofs of unsatisfiability

from BDDs [186, 112]. However, there are several issues with this technique.

e The resulting proof is not a standard resolution tree, but instead it is an ex-
tended resolution tree (using the operations of extended resolution) [192].

It is not clear how to compute explanations from such proofs.
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e The extended-resolution-based proof is obtained from a BDD certifying
unsatisfiability. Such a tree comprises a single node labeled with FALSE.
However, the algorithms for interactive configuration based on BDDs do
not explicitly construct such BDD [92, 189, 88, 187, 188]. The complex-
ity requirements for constructing such tree are unclear, especially in the

presence of proof construction.
e The commonly-used BDD libraries do not support such proof generation.

Hence, when using BDDs in interactive configuration, the explanations can
only be given in the form of user decisions responsible for the queried locked
variable. This gives little information to the user as it is necessary to also
consider the configured instance in order to understand the reason for the lock

(see section on explanations for further details Section 4.5).

9.3 Response Times

The research on applying BDDs to interactive configuration is often motivated
by guaranteed response time, i.e., once a BDD is built, the response time is
known, since the algorithms providing feedback in interactive configuration re-
quire time linear to the size of the BDD. We argue that this motivation is of
little importance as the times obtained in our measurements for the SAT-based
approach were predominantly within the range of hundreds of milliseconds for
the models for which BDDs compile. According to research on human inter-
faces, such response times do not pose any inconvenience upon the user [98].
Moreover, even though the SAT-based approach does not provide a theoretical
guarantee for the response time, the empirical evaluation shows that the re-
sponse times for user decision sequences differ very little from one sequence to
another (Section 8.8). Hence, it is possible to estimate the response time for a
particular instance with high accuracy.

The Linux kernel variability model is currently the largest variability model
available in the research community. Even in the case of this large instance,
the response times were predominantly in the range of 0.5-2s. According to
research on human interfaces, such times are acceptable for the user—Hoover
classifies such times as “uninterrupted user actions, they will notice a delay but
can continue to work” [98]. Finally, we believe that these times can be improved
by reengineering—for instance, by using a more efficient programming language

than Java for the implementation.
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9.4 Potential for Further Research

While it is difficult to provide hard evidence that there is more potential for
further research in the SAT-based approach than in the BDD-based approach,
we argue that it is indeed the case.

SAT solvers are used as basis for numerous solvers for non-propositional
logic. Such solvers either by translate the given problem into propositional logic
or extend a SAT solver (see Section 10.5 for further details). We conjecture that
the techniques used in such solvers can be used to extend our approach to inter-
active configuration of instances with non-propositional semantics. A prominent
example are pseudo-Boolean constraints, which are constraints that enable us
to express dependencies such as maximal price or weight (see Chapter 11 for
further discussion).

There are numerous opportunities for response time improvements via syn-
tactic optimizations that are commonly used in SAT solving (see Section 10.2
for further references). We have shown how to integrate the BIS-optimization
into a configurator. We have shown that the optimization in some cases leads to
improvements in response times of up to 20%. We conjecture that it is possible

to achieve further improvements by integrating other syntactic optimizations.

9.5 Summary

We argue that the presented work validates the conjecture that using a SAT
solver is better for implementing a Boolean interactive configurator than using
a precompilation approach. In particular, the SAT-based approach scales better
and enables more informative explanations. The presented measurements show
that the motivation for the precompilation approach, i.e., guaranteed response

time, is of little importance due to the following facts:
e The response times observed in the SAT solution are satisfactory.
e Different inputs from the user produce highly similar response times.

Hence, while the SAT-based approach does not provide a theoretical guarantee
for response times, in practice it is possible to estimate the response times with
high accuracy, and, the response times observed on the evaluated instances do
not inconvenience the user.

Consequently, from the perspective of a programmer that is implementing
a configurator, the SAT approach is more practical. To obtain good response
times for instances counting hundreds of variables, it is sufficient to use a simple
algorithm that requires no heuristics and uses the SAT solver as a black-box. To

obtain good response times for instances counting thousands of variables, it is
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sufficient to slightly modify the underlying SAT solver. In contrast to that, using
precompilation with large instances requires specific heuristics or modifications
of the underlying data structure. Finally, in both types of instances large and

small, SAT solvers enable more informative explanations.
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Chapter 10

Related Work

The related work is organized according to the order of the chapters in this
dissertation. Section 10.1 overviews the research done in configuration with
the emphasis on interactive configuration. Section 10.2 overviews research in
formula optimizations akin to the BIS-optimization (Chapter 5). Section 10.3
discusses research related to the chapter on the completion of a configuration
process (Chapter 6) and in particular to research on the computation of dis-
pensable variables (Section 6.3). Section 10.4 points to research related to the

chapter on the construction of the configurator (Chapter 7).

10.1 Configuration

There is a close relation between configuration and backtracking. In the case
of backtracking, an algorithm is exploring the state-space in order to find a
solution to the given problem. Backtracking algorithms often employ heuristics
to determine where to look first [173] and propagation techniques to avoid parts
of the state-space that certainly do not contain a solution [122]. In configuration,
it is the user who determines the order of search and the configurator’s task is
to warn the user about decisions leading to parts with no solution.

From this perspective, configurators are similar to Assumption-Based Truth
Maintenance Systems (ATMSs) introduced by de Kleer [52]. An ATMS is a
generic data structure to be used with a backtracking algorithm. An ATMS is
used by the algorithm to store information obtained during the search so it can
be reused later to avoid duplicate calculation and to avoid sub-spaces without
solutions.

Another correspondence between configuration and backtracking is the con-
cept of backtrack-freeness, which originally comes from research on backtracking
by Freuder [75]. A CSP problem is backtrack-free if there exists an ordering
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of the variables such that any algorithm assigning values in this order while
preserving consistency of what has been assigned so far, always finds a solution.
The notion of backtrack-freeness in the context of configuration (see Section 3.1)
is stronger because a backtrack-free configurator must ensure this property for
any ordering that the user might choose.

The concept of configuration or interactive configuration appears in multiple
domains. Probably the oldest flavor of configuration is product configuration. In
product configuration the task is to assemble a product from a set of components
which can be connected through their ports while some constraints must be
respected. The bulk of research on product configuration deals with cataloging
the components but such issues are not considered in this dissertation. See
an extensive survey on product configuration by Sabin and Weigel for further
reference [175].

Lottaz et al. focus on configuration of non-discrete domains in civil engi-
neering [131]. They have applied Fourier-Motzkin elimination to support a civil
engineer in the design of an apartment. Such design must conform to certain
constraints, e.g., minimal sizes or distances. These constraints are captured as
linear inequalities. Additionally, non-linear constraints are supported through
approximation.

Another research on interactive configuration of non-discrete domains was
done by Hadzic and Andersen [90]. Compared to Lottaz et al., they take into
account optimization constraints and apply the simplex method [169]. The mo-
tivational example they use is the diet problem—a problem of finding a diet plan
for soldiers with minimal cost and which satisfies certain dietary constraints.

Despite of the promising results of the two promising works referenced above,
it seems that configuration of non-discrete domains is rarely needed. This es-
pecially true in configuration of software where domains are typically not only
discrete but also finite (some exceptions to this are mentioned below).

Finiteness and discreteness of make the search space amenable to precom-
pilation. The motivation for precompilation is that if a constraint is compiled
into a specialized data structure, some computationally hard problems become
easier [49]. In particular, Vempaty showed that a CSP can be compiled into a
finite automaton, often referred to as the Vempaty automaton [197].

Building on Vempaty’s research, Amilhastre et al. show how to perform
interactive configuration on a CSP by first compiling it into a Vempaty au-
tomaton [3]. Other authors take similar approach. Fargier and Vilarem use
tree-driven automata instead of general finite automata to reduce the size of the
automaton [65]; Madsen uses uniform acyclic networks [136]. Pargamin studies
precompilation into cluster tree scheme in the presence of objective function

maximization or optimization in order to configure a CSP [164].
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One of the most popular data structures for precompilation are Binary De-
cision Diagrams (BDDs) [34]. In general, the size of a BDD may be intractable.
Moreover, finding the smallest BDD is NP-hard [26]. However, both theoret-
ical [86] and experimental [193] research shows that on some problems BDDs

perform better than resolution-based provers but also the other way around.

Remark 10.37. BDDs are a special case of Vempaty automata
because Boolean formulas can be seen as CSPs where all the vari-
ables have the domain {TRUE, FALSE}. However, BDDs are more
attractive for practitioners for their support in the form of libraries
(for instance [109, 108]).

Hadzic et al. show that once a propositional constraint is represented as a
BDD, interactive configuration can be done in time polynomial with respect to
the size of the BDD [92, 189, 88]. In order to cope with the sizes of BDDs,
Subbarayan et al. use trees of BDDs [187] and Join Matched CSPs [188].

Hadzic and Andersen also study global constraints, such as total price, in
the context of propositional configuration and BDDs. The problem they tackle
is to perform configuration while respecting an upper limit on the total cost [89].
Andersen et al. extend the approach to deal with multiple cost functions at the
same time [5].

Van der Meer et al. show that BDDs can be used to implement backtrack-
free and complete configurators even for a certain type of unbounded spaces.
The motivational example they use is a support for constructing component
architectures with arbitrary number of components but that must conform to
some overall constraints [196].

Another example of configuration of unbounded spaces is the configuration
of strings. Hansen et al. show that regular string constraints can be configured
using finite automata [93, 94].

Ensuring backtrack-freeness is in general computationally expensive. In re-
sponse to that, some configurators are not backtrack-free, i.e., the user may run
into a conflict with the original constraint (see Chapter 3). Batory uses unit
propagation (see Section 2.1.3) to provide feedback to the user [15].

Freuder uses arc consistency (AC) (see Section 2.1.4) in the context of
CSP [79]. It is worth noting that AC leads to backtrack-free configuration
for certain types of constraints as shown by Freuder [75]. Freuder et al. also
show that backtrack-freeness can be ensured in the context of AC by removing
certain solutions, i.e., sacrificing completeness of the configurator [77].

Both of these techniques, unit propagation and AC, are not backtrack-free
but are computationally cheap and enable providing nice explanations to the

user. These explanations can be trees similarly as done in this dissertation (see
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Section 4.5). The approach of Batory and the approach of Freuder are rather
similar due to the relation between unit propagation and arc consistency (see
Section 2.1.5).

If a configurator is not backtrack-free, then the user may run into a conflict—
a situation where the user decisions violate the configured problem. If that is
the case, it is desirable for the configurator to provide support for amending
the conflict. This can be done by constraint relaxation (see for instance [163])
or by corrective explanations (see [159, 199]). Constraint relaxation tries to
remove constraints to restore consistency, while corrective explanations try to
change user decisions, as little as possible, to obtain a consistent set of deci-
sions; corrective explanations are related to the MOSTCLOSE problem defined
by Herbrard et al. [95].

The research discussed so far is concerned with configuration that yields
one configuration from a space known beforehand. However, there is also re-
search on the synthesis of the outcome. For instance, O’Sullivan uses interactive
constraints propagation in conceptual design [161].

Interactive configuration has also been applied in the context of transfor-
mation. Janota et al. show how interactive support can be used to transform
a propositional logic semantics into a feature model (using BDDs) [106]. The
difficulty in this transformation is that one semantics may correspond to mul-
tiple feature models [48]. The presented solution enables the user to gradually
specify the particular feature model he or she wants.

It should be noted that the research on configuration listed above is in-
evitably incomplete. The problem of configuration seems to be fundamental
as it may be found even in areas rather distant from software engineering, for

example in language parsing [64].

10.1.1 Bound Literals

For a configurator to be complete and backtrack-free, it must identify bound
literals, i.e., literals that evaluate to TRUE under all satisfying assignments of
a formula (see propositions 3 and 2). Bound literals are not only important
in interactive configuration. In the research on the complexity of the SAT
problem, bound literals are known under the name backbones [156, 27, 118].
The correspondence between satisfiability and backbones (see Proposition 1)
has been exploited by Fox et al. [85].

Bound literals are also important in non-interactive configuration. Kaiser
and Kiichlin use the terms inadmissible and necessary variables. A variable v
is inadmissible iff the literal —v is bound. Conversely, a variable v is necessary

iff the literal v is bound. Kaiser and Kiichlin use an algorithm similar to TEST-
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VARS to detect bound literals [113].

10.1.2 Proof Size Reduction

As mentioned in Section 4.5, it is desirable to provide explanations as small
as possible since it makes them easier to understand. The explanations are
constructed from the proofs of unsatisfiability, and, these proofs are in the form
of a resolution tree.

As a side note, we mention that the sizes of proofs have a theoretical rele-
vance in particular to the relation co-NP#NP shown by Cook and Reckhow [42].
However, since this dissertation is predominantly practical, we refer to practical
proof reduction techniques here.

Ben-Sasson and Wigderson define the width of a resolution tree as the num-
ber of literals in the largest clause appearing in the tree and they show the
relation between tree’s width and its size. Further they propose an algorithm,
based on exhaustive resolution, to derive a resolution tree with the smallest
width [19]. This approach, however, is not directly applicable in modern SAT
solvers as the algorithms behind them are derived from the Davis-Putnam-
Longeman-Loveland Procedure [50].

From an engineering perspective, it is elegant to reduce the size of the resolu-
tion tree returned by the solver since the reduction can be easily integrated into
the configurator as an independent module. Surprisingly, there is little work on
such reduction techniques. Greshman et al. propose to reduce the resolution
tree by repeated calls to the SAT solver [80]. Amjad proposes a compression
technique for resolution proofs [4]. The same is addressed by Sinz but with the
assumption that the proof is obtained from a SAT solver [185]. Bar-Ilan et al.
propose a linear algorithm for reduction of a resolution tree [12].

Another concept related to this discussion are the Minimal Unsatisfiable
Cores (MUS), defined as the subsets of clauses of an unsatisfiable CNF formula
that are unsatisfiable but any of its supersets are satisfiable. Clearly, a proof
that an MUS is unsatisfiable, is also a proof of unsatisfiability of the whole
formula. If the MUS is small, then the proof is likely to be small as well.

A popular technique for approximating an MUS was proposed by Zhang and
Malik [205], which calls the solver again on the proof that it has just produced.
As the proof is an unsatisfiable formula, the solver will find it unsatisfiable and
produce a new proof (possibly smaller than the original one). This process is
iterated until a call to the solver does not affect the size of the proof. The
algorithm QuickXplain proposed by Junker is another popular algorithm to
obtain an MUS or an approximation thereof [111]. Both algorithms, Zhang and
Malik’s and QuickXplain, are practically interesting because they can be added
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on top of a solver, i.e., the solver serves as a black-box.
There is a large body of research on finding MUSs and the interested reader

is referred to an overview of these techniques by Gregoire et al. [84].

10.2 Related Work for Logic Optimizations

Formula preprocessing techniques are well known in the SAT solver community
(e.g., Several authors focus on binary clauses, i.e., implications, in the context
of satisfiability. Aspvall et al. show that the satisfiability of a CNF formula that
contains only binary clauses can be decided in polynomial time [7]. Both del
Val and Brafman show that satisfiability testing can be sped up if BISs, i.e.,
strongly connected components in the implication graph (see Definition 10), are
collapsed [54, 32]. Bacchus incorporates support for binary clauses into Davis
Putnam procedure by generalizing the notion of resolution [10]

Freuder introduces the concept of interchangeable values in the context of
CSP [76]. Values are interchangeable if changing one to the other in a solution
always yields a solution. This concept is dual to BIS: interchangeable values let
us treat a set of values as one value, BISs let us treat a set of variables as one
variable.

Several authors focus on techniques that preprocess a formula before it is
given to a SAT solver with the goal of making the solver more efficient on the
preprocessed formula. Eén and Biere design a technique based on resolution and
it is implemented in the tool SatElite [60]. Fourdrinoy et al. design a technique
that eliminates redundant clauses in polynomial time [71]. For an overview of
simplification techniques for SAT see [133, 134].

To the best knowledge of the author, there has been no research concerned
with reconstructing the proofs from the proof obtained from the optimized for-

mula as is done in Section 5.2.

10.3 Completing a Configuration Process

The work on automated completion of a configuration process is quite limited.
Some authors propose to apply a solver in order to complete the configuration
in some way, i.e., the scenario A as in Section 6.1 [21].

Krebs et al. study the problem of how to help the user to finish the configu-
ration process with the means of machine learning [120]. The learning algorithm
tries to identify a certain plan in the decisions of the user made so far. Once
identified, this plan is used to automatically suggest to them steps in the con-

figuration process.
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Section 6.4.2 shows that a configuration process may be facilitated if there is
some notion of preference on the possible configurations. Preference as such has
been studied by many researchers and a full discussion on this topic is beyond
the scope of this dissertation. For an overview of formalization of preference in
logic see [55], in CSP see [172], and in human interaction see [166].

Amilhastre et al. enable the user to assign preferences to the decisions. These
preferences then affect the form of explanations [3]. Freuder et al. propose a
preference-based configurator in which different constraints may have different
preferences and the configurator recomputes these preferences after a user de-
cision has been made [78]. The preferences are numbers between 0 and 1 and
are combined using the minimum operator. The proposed configurator does not
find an optimum as it considers soft arc consistency (only pairs of variables are
taken into account).

Junker studies the application of preference in the context of non-interactive
configuration of a CSP [110]. The problem he tackles is that the user is interested
in some solutions of the CSP and the approach Junker suggests is that the user
may specify preferences of how these solutions are searched for using a dedicated

language.

10.3.1 Computing Dispensable Variables

As shown in Chapter 6, dispensable variables are closely related to propositional
circumscription. Originally, circumscription was devised by McCarthy as a form
of reasoning in the ’'80s [143]. Minker showed the relation between propositional
circumscription and GCWA in 82 (a relation shown in Section 6.2.4) [152].

From computational perspective, an important complexity result is that
propositional circumscription is II£-complete [63]. Moreover, even the query
corresponding to determine whether a variable is dispensable is IIZ -complete [63,
Lemma 3.1].

Recall that the algorithm MINMODELS used in Section 6.3 to compute dis-
pensable variables invokes the SAT solver as many times as there are minimal
models (see Claim 10). Lonc and Truszczynski estimate that the number of
minimal models of a CNF formula is exponential [130].

Giunchiglia and Maratea modify DPLL procedure in an analogous way to
obtain an algorithm similar to the one presented in Section 6.3.1 in order to
solve problems with preference [81]. The problem of finding one minimal model
is a specific instance of the problem solved by these authors. Indeed, Giunchiglia
and Maratea refer to the problem of finding one minimal model as MIN-ONEc.
Extending this work, Di Rosa et al. focus on enumerating the most preferred

solutions [171]. The approach is analogous to the one used in Section 6.3, i.e.,
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finding one minimal model and adding a clause that blocks all models than
the one just found. In fact, this approach has been used as early as 1996 by
Castell et al. in similar context [37].

The main difference between the work on minimal model enumeration refer-
enced in the above paragraph (Castell et al. and Di Rosa et al. ) and Section 6.3
is that these authors modify the DPLL (in the form of a SAT solver) to return
multiple solutions while the approach of Section 6.3 is to invoke the procedure
multiple times. The advantage of modifying the procedure is that some infor-
mation is reused for finding further solutions (such as learned clauses). The
advantage of invoking the procedure is that the algorithm can be used with
different instances of the procedure. Namely, the algorithm can be used with
different SAT solvers or with any procedure that finds a single minimal model
of a formula.

Avin and Zohary solve the problem of propositional circumscription by enu-
merating minimal models [8]. This enumeration is done by exploring possible
models of the formula and testing whether they are indeed minimal; an ordering
of the models is exploited in order to avoid testing all possible models.

Kavvadias et al. show a correspondence between the enumeration of all min-
imal models and traversals of a hyper-graph. Further they devise an output-
polynomial algorithm for enumerating all minimal models of a formula in a
conjunctive normal form that contains only binary clauses [115].

Lee and Lin [124] and show that a propositional circumscription can be
translated into disjunctive logic programs with the stable model semantics
(see [127]). Oikarinen and Janhunen evolve this idea and provide an imple-
mentation connected to an existing implementations of disjunctive logic pro-
gramming [100, 160].

For an overview of calculi and approaches to computation for circumscrip-
tion see at chapter of the Handbook of Automated Reasoning dedicated to this
topic [58]. In a broader perspective, both GCWA and circumscription belong
to the domain of non-monotonic reasoning, see an overview of research in this

area compiled by Minker [153] for more details.

10.4 Building a Configurator

The communication within the reasoning backend starts at the user interface
and ends at the SAT solver. Whenever the user requests an explanation, the
information flows in the opposite direction as well. A similar patterns of data
flow appear in round-trip engineering. In round-trip engineering two forms of
the same information are edited and are kept synchronized. Whenever one of

the forms changes, the other form needs to be automatically updated. This is
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common in model driven engineering where models and source code need to be
synchronized when the system evolves. For an overview, see a survey by Czar-
necki et al. [45]. In some approaches, the transition from models to source code
is done in multiple steps [145, 119] similarly to the way the semantic translation
is carried out in the reasoning backend. Foster et al. use a technique called lenses
to keep different representations of the same information synchronized [70].

In the semantic translation, however, the translation needs to take into ac-
count the semantic characteristic of the translated elements, whereas the round-
tripping approaches are typically syntactic.

In terms of architecture and workings the reasoning backend is similar to the
verification condition generators. Such generators take a program annotated
with specifications and produce a formula that is valid if the program meets the
specifications; this formula is called the verification condition. This formula is
send to a prover, typically a first-order logic or a higher-order logic prover [67,
13, 40, 68, 73].

When the verification condition is proven not to hold, the generator displays
to the user locations in the program where the specification is violated. A
technique commonly used for providing this kind of feedback is based on labeling
parts of the verification condition. The prover provides a counter-example that
contains the relevant labels and the generator tracks of these labels back to the

source code [126].

10.5 SAT Solvers and their Applications

This section provides pointers to other areas of research where SAT solving
plays an important role. Since it is out of scope of this dissertation to provide
a detailed overview of all these areas, only several exemplars were chosen. An
overview of SAT applications can be found in a recent article by Silva [141] and
an overview of SAT techniques is found in a study by Gu et al. [87].

The potential of SAT solvers started to be apparent in the late 90’s, demon-
strated by such solvers as GRASP [138, 139], SATO [204], or Chaff [158]. Since
then the list of solvers and their power has been growing as can be seen from
the history of the SAT competition [176]. A numerous techniques contributed
to the improvements of efficiency in SAT solvers and the interested reader is
referred to the Handbook of satisfiability for further details [182].

One of the significant domains for application of SAT solvers is the verifica-
tion and testing of electrical circuits. Biere et al. used a SAT solver to model
check properties of a microprocessor [23]. Similarly, Bjesse et al. search for
bugs in an Alpha microprocessor [25]. The application of SAT solvers to model
checking was further studied by Abdulla et al. [1]. Silva and Sakallah show the
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application of SAT solvers in electronic design automation [183]. Sheeran et al.
verify safety properties using induction [181]. More recently, Dolby et al. applied
SAT solvers in the context of software verification [59].

Another important type of application of SAT solvers is as underlying en-
gines in provers for non-propositional logics. Barrett et al. show that certain
first-order formulas can be proven by a SAT solver by incremental transla-
tion [14]. Satisfiability Modulo Theories (SMT) solvers, such as Z3 or fx7, hinge
on a built-in SAT solver [53, 157]. Lin and Zhao show that answer set program-
ming can be realized using a SAT solver [128]. Wang et al. show that description
logic can be decided using a SAT solver [198].

Recently, SAT solvers were used for problems that are not naturally ex-
pressed in logic; such as cryptography [154], context-free grammars [9], or evo-

lutionary biology [28].
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Chapter 11

Conclusions and Future
Work

The main motivation of this dissertation is to build a case for using satisfiability
(SAT) solvers to implement interactive configurators. Within a configurator, a
SAT solver is utilized in a lazy fashion, i.e., all computation is carried out during
the configuration process. This contrasts with the precompilation techniques
that do most of the computation before the configuration process starts. While
the precompilation techniques have the advantage of guaranteed response time,
we argue that the lazy approach is more practical.

To support our argument, we show that the lazy approach scales uniformly
without the need of heuristics specific to a particular instance and it is possible
to accurately estimate the response time (Chapter 8). Our approach is also
practical from the implementation point of view. The core algorithms needed
for implementing a configurator based on our principles are lightweight. The
reason why that is the case stems from the fact that most of the computation
takes place in the SAT solver. Hence, by using a SAT solver as the underlying
technology, we are taking advantage of the outstanding progress that took place
in the research on satisfiability in the past two decades. This research not only
resulted in significant improvements in the runtimes of solvers but also in a
number of solvers that are freely available and easy to integrate as third-party
components.

Another benefit that comes from the use of SAT solvers is their ability to
provide resolution-based proofs of unsatisfiability. We demonstrate that such
proofs enable us to produce more informative explanations than those that
are produced by precompilation approaches. In particular, the explanations

contain parts of the instance being configured and dependencies between them
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as opposed to just user decisions (Chapter 4).

While the concept of interactive configuration is well-known, the study of
completion of a configuration process is neglected in the existing literature. The
dissertation addresses this gap by identifying different scenarios of completion of
a process and formally establishes the notion of “making a choice between num-
ber of options”. Further, we show how a SAT solver is used to identify variables
that can be eliminated without making a choice for the user (Chapter 6).

In conclusion, the dissertation validates the thesis that SAT solvers are better
for implementing Boolean interactive configurators than precompilation-based
approaches by demonstrating scalability and overall practicality of the SAT-
based approach.

In the following sections we point out the potential for future research. Sec-
tions 11.1, 11.3, and 11.4 discuss opportunities for further research from the
technical perspective while Section 11.5 makes more general suggestions for the

research in interactive configuration as a whole.

11.1 Types of Constraints

This dissertation is concerned with interactive configuration of instances that
are captured in propositional logic. A natural direction of future work is to ex-
tend this work with support for non-propositional constraints. An exemplar of
non-propositional constraints are pseudo-Boolean constraints. Pseudo-Boolean
constraints are linear inequalities where variables have the values 0 or 1 (corre-
sponding to FALSE and TRUE, respectively). The following example illustrates

the usefulness of such constraints.

Example 40. Let us have three components. Whether a component is selected
or not is represented by a variable ¢;, fori € 1..3. Any Boolean constraint can be
expressed as a linear equation. For instance, to express that the first component
requires the second component we write ¢; < co. Let us have a constant price
for each component pi, p2, and ps, respectively. The requirement that the total

price must be at most K is expressed by the equation pici + pace + psco < K.

Any set of pseudo-Boolean constraints can be translated into a Boolean
formula. In principle, such translation may blow up in size. However, there are
numerous successful encoding techniques that enable performing this translation
efficiently [11, 184, 62, 137].

These encoding techniques give us the means to support pseudo-Boolean
constraints in interactive configuration while relying on the techniques described
in this dissertation: applying any of the encodings gives us a Boolean formula to

which all the described algorithms apply. This suggests the following research
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question: What other types of constraints can be configured using a SAT solver?

11.2 Syntactic Optimizations

The BIS-optimization (Chapter 5) did show some promising results but not
of large significance (Chapter 8). This is an encouragement to study other
optimizations techniques that are known the SAT community (see Section 10.2).
While the effect of such optimizations in SAT solving has been evaluated, the
effect in interactive configuration is expected to be different because the cost of
the optimization is amortized over multiple calls to a SAT solver.

Another topic important in the context of syntactic optimizations is the proof
reconstruction. In the BIS-optimization we provided a way how to reconstruct a
proof for a formula from a proof of its optimized counterpart. We have observed
that the size of the reconstructed proof may vary greatly depending on how the
optimization is carried out. This observation leads to the following research
question: How to provide proofs in the presence of syntactic optimizations,
and, what methods can be employed to reduce the size of the reconstructed
proof?

An interesting phenomenon occurred in some of the instances’ explanation
sizes. When the BIS-optimization was used, in some cases the reconstructed
explanation was smaller than when the optimization was not used (Section 8.5).
This indicates that the algorithms used for computing explanations are sensitive
to the size of the input formula and sometimes perform significantly better when
the formula is smaller. This yields the following research question: What effect

do syntactic optimizations have on proof sizes?

11.3 Dispensable Variables

In Chapter 6, dispensable variables are defined as those variables that can be
eliminated without making a choice for the user (Definition 16). The empir-
ical evaluation shows that the technique for computing dispensable variables
shown in Section 6.3 works well on smaller instances, but scales poorly on the
larger ones (Section 8.7). This encourages further investigation of methods for
computing dispensable variables. Due to the relation of dispensable variables
to propositional circumscription (Section 6.2.4), there are a number of options
to consider [58]. Hence, we propose the following research question: How to

efficiently compute the set of dispensable variables?
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11.4 Implementation

The separation of concerns provided by the architecture of the configurator
proved to be useful during the development. In particular, it enabled experi-
menting with the implementation by adding or replacing one of the translators
forming the chain of translation. However, at this moment it is the program-
mer who assembles the configurator by modifying the source code. One way of
making this more elegant would be to provide a configuration interface for the
configurator and use some model-driven approach to assemble the configurator.
There is a number of technologies enabling such infrastructure. For instance,
the AHEAD Tool Suite [17] or aspect-oriented programming [125].

11.5 Hindsight and Future

In hindsight, the dissertation is more theory-driven than application-driven.
Namely, the empirical evaluation was carried out at the end of the work. The
disadvantage of this approach is demonstrated by the BIS-optimization. The
optimization proved to be useful in several instances, however, in these instances
the response time is already good from the user perspective without the opti-
mization. Consequently, the dissertation demonstrates the usefulness of the
technique only weakly. Rather, the optimization serves as a proof-of-concept
that shows how to integrate a syntactic optimization into a configurator. If
some preliminary empirical evaluation were performed at the beginning of the
work, the choice of the syntactic optimization would be different.

In a similar regard, little attention was paid to what users of configurators
really need in practice. In fact, there appears to be a large gap between the
research on variability modeling and on application thereof in practice, i.e., a
gap between state-of-the-art and state-of-the-practice.

One such issue comes from models of large sizes. If the configured model con-
tains thousands of variables or more, the model becomes hard to comprehend.
We conjecture that it is possible to use automated reasoning to help users in
such cases. For instance, the most important variables could be automatically
identified according to some criteria.

Another important topic is explanations. The dissertation describes how
to build explanations from resolution trees, and clearly, these explanations are
more informative than explanations comprising only user decisions. However,
we do not understand to what extent such explanations help users in practice.
Moreover, there may exist multiple resolution trees that are semantically equiv-
alent. If that is the case, which of these trees are more intuitive for the user

than the others? More generally speaking, the research questions are: How are
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explanations useful in practice? and How to present mechanical proofs to a

human?
In conclusion, the research on interactive configuration of variability models

needs to get closer to what is needed in practice. The facets most painfully miss-

ing in this context are benchmarks and user-oriented experiments evaluating the

existing techniques.
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