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Example

$$
\forall y_{1} y_{2} \exists x_{1} x_{2} .\left(\bar{y}_{1} \vee x_{1}\right) \wedge\left(y_{2} \vee \bar{x}_{2}\right)
$$

- we consider prenex form with CNF matrix

$$
\forall \mathcal{U}_{1} \exists \mathcal{E}_{2} \ldots \forall \mathcal{U}_{2 N-1} \exists \mathcal{E}_{2 N \cdot} \cdot \phi
$$

- prefix: $\forall \mathcal{U}_{1} \exists \mathcal{E}_{2} \ldots \forall \mathcal{U}_{2 N-1} \exists \mathcal{E}_{2 N}$
- matrix: $\phi$
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## Research Question

How to provide proofs in the context of preprocessing?
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- E.g. " $y$ wins by playing the same as $x$ " in:
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\forall x \exists y .(\neg x \vee y) \wedge(\neg y \vee x)
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- co-NP proof check

Expansion-based QBF Solving
$\forall E x p+$ Res-seems incomparable to Q-resolution [Janota and Marques-Silva, 2013]
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- We prove that term-resolution (for true QBF) is inadequate.
- More specifically, blocked clause elimination and variable elimination cannot be pollynomially reconstructed. (details in paper)
- For true QBF we focus on Models (strategies) instead.
- Q-resolution is sufficient to reconstructed considered techniques.
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- In both cases, all literals are blocked in the "classical sense".
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## Conclusions and Future Work

- The paper tackles the generation of proofs for QBF in the context of preprocessing.
- Reconstruction approached by tracing-"backwards", incrementally.
- Tracing can be done with a relatively small overhead.
- Valid QBF can be certified by term-resolution but that does not have short proofs for variable elimination and blocked clause elimination.
- We certified valid QBFs with a strategies, these are useful but cannot be checked in polynomial time.
- For future: More preprocessing techniques.
- How to polynomially certify preprocessing for true QBFs?

Thank you for your attention!
Questions?
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